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des thésards à celle des ingés et autres archis fut toujours une agréable conversion!
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Abstract

This thesis is devoted to the study of coherent effects that arise when a wave propa-
gates in a strongly disordered medium. We address several aspects of their dynamics,
with special interest in mesoscopic correlations and Anderson localization.

First, we demonstrate a generalized form of the self-consistent theory of Anderson
localization, adapted to the description of finite open media. This theory introduces
a diffusion coefficient that depends on position. The importance of this property is
highlighted through the investigation of the phenomenon of transverse confinement
of waves in disordered media. The theory is also confronted to predictions of the
scaling theory of localization.

The second part of the thesis focuses on the dynamics of intensity speckle pat-
terns that arises from the propagation of short pulses in a disordered waveguide.
We study the two-point intensity correlation function associated with the speckle
pattern. This function contains the information about the universal conductance
fluctuations, well known in mesoscopic conductors. In the dynamic situation, con-
ductance fluctuations acquire a time dependence, are enhanced at long times and
lose their universal nature. These results are confirmed by a microwave experiment.

In a last part, we investigate the physics of matter-wave speckle patterns, re-
sulting from the expansion of a Bose-Einstein condensate in a random potential.
They are found to exhibit long-range correlations that grow with time, and can take
negative values. We interpret these results in terms of a random displacement of
the center of mass of the condensate. The role of atomic interactions during the
expansion of the condensate is discussed.
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Résumé

Cette thèse est consacrée à l’étude des effets cohérents qui apparaissent lorsqu’une
onde se propage dans un milieu fortement désordonné. Différents aspects de leur dy-
namique sont traités, et un intérêt particulier est accordé aux corrélations mésoscopi-
ques et à la localisation d’Anderson.

Dans un premier temps, nous démontrons une version généralisée de la théorie
auto-cohérente de la localisation d’Anderson, adaptée à la description des milieux
finis et ouverts. Cette théorie introduit un coefficient de diffusion dépendant de la po-
sition. L’importance de cette propriété est soulignée à travers l’étude du phénomène
de confinement transverse des ondes dans les milieux désordonnés. La théorie est
également confrontée aux prédictions de la théorie d’échelle de la localisation.

La deuxième partie de la thèse explore la dynamique des figures de tavelures
résultant de la propagation d’impulsions courtes dans un guide d’ondes désordonné.
Nous étudions la fonction de corrélation à deux points de l’intensité associée à la
figure de tavelures. Cette fonction contient l’information sur les fluctuations uni-
verselles de conductance, bien connues dans les conducteurs mésoscopiques. Dans
le cas dynamique, les fluctuations de conductance acquièrent une dépendance tem-
porelle, augmentent avec le temps et perdent leur caractère universel. Ces résultats
sont confirmés par une expérience menée à l’aide de micro-ondes.

Pour finir, nous étudions la physique des figures de tavelures résultant de l’expan-
sion d’un condensat de Bose-Einstein dans un potentiel aléatoire. De telles figures
présentent des corrélations de longue portée qui augmentent avec le temps, et peu-
vent éventuellement prendre des valeurs négatives. Ces résultats sont interprétés en
termes d’un déplacement aléatoire du centre de masse du condensat. Le rôle des
interactions atomiques lors de l’expansion du condensat est discuté.
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Whether one looks up at the sky, listens to music or receives a call on mobile
phone, waves are ubiquitous in our everyday life. In particular, in the field of
communications, waves have taken such an important place that knowledge of the
mechanisms governing their propagation in more or less complex media has become
essential. This thesis deals with propagation of waves in such media. In the present
introduction, we outline some aspects of the physics of waves in random media, and
provide the basic ingredients necessary for its proper understanding.

1.1 Elastic scattering in random media

1.1.1 Random media

Most of the media in which a wave is likely to propagate are “random”, or “disor-
dered”. This term refers to a strong spatial heterogeneity of a particular parameter

1
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of the medium, which may affect the propagation of the wave. Whereas for acoustic
or seismic waves this parameter is the density of matter, for electromagnetic waves
it is the refractive index. In this thesis, we are mostly interested in media made
of many “impurities”, or scatterers, embedded in a material of different nature 1.
This covers a large variety of situations: molecules in the atmosphere, defects in a
solid or proteins in a glass of milk, etc. The interaction of a wave with a scatterer
is called a scattering event, or scattering process.

Figure 1.1: An example of random medium. Unlike most natural mountain lakes
which are crystal clear, the lac blanc in the Belledonne Massif is “turbid”. The
milky aspect of its water is due to “glacial flour”, particles of rock in suspension,
carried by the glacial torrents and produced by the abrasion exerted by the glacier
on the surrounding rocks.

The study of physics of waves in random media led to several, often unexpected,
applications. For instance, diffusing wave spectroscopy offers a possibility to probe a
medium by analyzing the properties of waves scattered by it. It was first developed
for optical waves by G. Maret and P. E. Wolf [1], and later extended by J. H. Page
et al. to acoustic waves [2]. One can also take advantage of the time-reversibility
of acoustic waves to destroy tumors [3]: the field and phase of a wave scattered
by a tumor in the skull are recorded, and then sent back, after time-reversal and
amplification. The time-reversed wave follows exactly the same path in the medium,
but in reverse, and finally focuses back on the tumor. Finally, the study of random
media with gain paved the way towards the so-called random lasers, where the
feedback mechanism is due to the scattering of waves and not to an external cavity
[4].

1A different situation —a matter-wave propagating in a random potential— will be considered
in Part III.
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1.1.2 Single scattering

In this thesis, we only consider the case where the interaction of the wave with
a scatterer is elastic. This means that no energy is transferred to, or from the
wave, the scattering event only modifying the direction of propagation. The “scat-
tering power” of a given scatterer is measured by its scattering cross-section σs =
∫
dΩ(dσ/dΩ), which has the dimensionality of a surface. dσ/dΩ is the differential

scattering cross-section, a ratio between the wave flux scattered in a unit solid angle
in the direction Ω and the incident wave flux per unit surface.

Three different types of scattering processes can be identified. First, when the
wavelength λ is much larger than the typical size a of the scatterer, one speaks of
Rayleigh scattering [5]. The main characteristic of this process is that for scalar
waves, the angular distribution of scattered wave is isotropic (in other words, the
differential scattering cross-section does not depend on the scattering angle). For
Rayleigh scattering, σs is proportional to the inverse fourth power of the wavelength.
For sunlight in the atmosphere for instance, the consequence is that Rayleigh scat-
tering on molecules or aerosols is much more efficient in the blue part of the visible
spectrum than in the red part. This leads to the blue color of the sky.

The opposite case λ ≪ a corresponds to the limit of geometrical optics. Prop-
agation is described in terms of rays and governed by the so-called Snell’s law. In
this regime, the scattering cross-section is twice the geometrical cross-section of the
scatterer (σs = 2πa2 for a sphere of radius a) [6] .

Figure 1.2: Plot of the scattering cross-section σs/(πa
2) as a function of a/λ, for

a sphere of radius a and of refractive index 2.8 in free space. At small values of
a/λ, one recovers Rayleigh scattering, whereas at large values of a/λ, σs tends to
2πa2. In between, the scattering cross-section exhibits Mie resonances. Source: D.
S. Wiersma, Ph.D. thesis, Amsterdam (1995).

Finally, the situation where the size of the scatterer is of the order of the wave-
length is known as Mie scattering. This is the scattering process involved in thin
clouds, where light is scattered by water droplets. The problem of scattering of a
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wave by a sphere of size ∼ λ (called a Mie sphere) was first studied by Mie in 1908
[7]. Mie scattering is not isotropic (i.e., the differential scattering cross-section de-
pends on the scattering angle): Mie spheres scatter stronger in the forward direction.
Another important property of this type of scattering process is that the scatter-
ing cross-section exhibits resonances for particular wavelengths (Fig. 1.2). This
indicates that certain wavevelengths are favored during the scattering process. Mie
resonances are advantageously exploited in experiments to increase the “scattering
power” of a random medium.

1.2 Multiple scattering in random media

1.2.1 Mean free path

When propagating in a random medium, a wave is likely to undergo several scatter-
ing events. This process is called multiple scattering, in contrast to single scattering,
where the wave is only scattered once. It was first studied by O. D. Khvolson [8]
and A. Schuster [9] a century ago. They developed the theory of radiative transfer.
Since then, the latter has been used as a tool in astrophysics to describe the propa-
gation of starlight through interstellar clouds or planetary atmospheres, and accede,
in particular, to the spectral properties of stars. S. Chandrasekhar [10] and H. C.
van de Hulst significantly contributed to these problems [11].

Figure 1.3: The theory of radiative transfer is used, for example, to accede to the
temperature distribution inside the photosphere of the Sun from measurements of
its intensity profile. Source: lecture of J. Gispert, LIF.

When studying the propagation of a wave in a random medium, the most funda-
mental length scale is the scattering mean free path ℓ, which is the average distance
between two consecutive scattering events. Its value can vary considerably, depend-
ing on the nature of the wave and of the medium. For light, it can range from
several meters in a very foggy atmosphere, to a fraction of micrometer in strongly
scattering semiconductors powders. For electrons in metals, the mean free path is
generally of the order of tens of nanometers. Finally, propagation of seismic waves
in the crust can exhibit mean free paths of several tens of kilometers. For a dilute
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ensemble of discrete scatterers, the mean free path is given by

ℓ =
1

nsσs
, (1.1)

where σs is the scattering cross-section of individual scatterer, and ns the number
density of scatterers.

1.2.2 Characteristic lengths

Despite the apparent complexity of random media, relatively few characteristic
lengths emerge from a quantitative description of transport of waves. In addition
to the mean free path ℓ and the wavelength λ, we can list the following important
length scales:

• The transport mean free path ℓB is the typical distance after which the wave
loses the memory of its initial direction2. The difference between ℓ and ℓB is
depicted in the left panel of Fig. 1.4. For an ensemble of individual scatterers,
each of which scattering more in the forward direction, ℓB is larger than ℓ. If
θ denotes the angle between the wave vectors before and after the scattering
event, ℓB is given by

ℓB =
ℓ

∫

dΩ(1 − cos θ)
1

σs

dσ(θ)

dΩ

. (1.2)

• The absorption length ℓa is defined for classical waves (light, sound, mi-
crowaves, etc.). This is the distance over which the amplitude of the wave
is strongly attenuated due to the presence of absorption inside the medium.
It is related to the absorption time ta through ℓa = cta.

• The macroscopic absorption length La is the average distance between the
start and end points of a random walk of length ℓa. It is obtained from the
absorption length through the relation La =

√

ℓBℓa/3. The difference between
ℓa and La is depicted in the right panel of Fig. 1.4.

• The coherence length Lφ is the typical distance up to which the phase co-
herence of a wave is preserved. For light from a He-Ne laser, for instance,
Lφ ∼ 0.3 m is very large. For electrons in metals, the strong coupling between
electrons and their environment makes the electronic coherence length very
small (typically, Lφ . a few µm).

2The transport mean free path is also denoted ℓ∗. In this thesis, however, we prefer the nota-
tion ℓB (with B for Boltzmann), which refers to the transport mean free path in the absence of
macroscopic interferences.
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Figure 1.4: Difference between ℓ and ℓB (left) and between ℓa and La (right).

1.2.3 Regimes of propagation

Properties of transport of waves in a random medium can vary drastically depending
on how the different characteristic lengths are ordered with respect to each other.
Roughly, in a random medium of size L, we can distinguish the following regimes of
propagation:

1. L < ℓ: ballistic regime. In this regime, waves do not “see” the disorder. They
propagate ballistically and do not undergo any scattering. Single scattering
(i.e., scattering on one impurity only) occurs when L becomes of the order of
the mean free path.

2. L ≫ ℓ: multiple scattering regime. Waves are scattered many times from
impurities of the disordered medium. A random medium where multiple scat-
tering takes place looks opaque, and the direction of propagation of waves
changes continuously. The difference between multiple scattering and single
scattering is illustrated in Fig. 1.5.

Within the regime of multiple scattering L ≫ ℓ, different situations can occur.
First, when λ ≪ ℓ, scattering events are very spaced and disorder is said to be
“weak”. As a consequence, multiply scattered waves do not interfere with each
other: transport is said to be incoherent and can be described by a random walk of
step ℓ, governed by a diffusion equation for the wave intensity. When ℓ approaches
λ, on the contrary, transport becomes coherent. Interference processes between
multiply scattered waves start to set in and give rise to new effects that are not
described by a diffusion process. Finally, when ℓ . λ, disorder is “strong”, which
may lead to the phenomenon of Anderson localization for which transport of waves
comes to a halt 3. Note that the appearance of coherent effects in transport requires
the phase coherence of the wave. Therefore, such effects can be observed only when
the coherence length Lφ is large enough. As far as classical waves are concerned,
absorption only affects the amplitude of the wave, but does not break its phase
coherence.

3More precise conditions for Anderson localization to take place will be given in Chapter 2.
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Figure 1.5: Fans of light in a misty atmosphere. Sunlight undergoes a single
scattering process on the edges of a thick cloud, which produces fans of light. These
fans appear dark due to the shadow of the cloud on the misty air. Inside the
cloud, the number of water droplets is very large, such that sunlight undergoes
multiple scattering. This explains why the cloud appears dark. Source: Hans Häckel,
Farbatlas Wetterphänomene, c©Ulmer Eugen Verlag (1999).

1.3 Outline of the thesis

This thesis presents a collection of studies on the coherent transport of waves in
random media. We focus on interference effects that take place when a wave propa-
gates in a sufficiently disordered material, and therefore go beyond diffusion theory.
Whereas the fundamental concepts at the origin of coherent transport are the same
for all waves, the effects of coherent transport can show up in different ways, depend-
ing on the wave properties. This contributes to the great richness of wave physics
in the presence of disorder. In this thesis, we are mainly interested in two different
types of waves, electromagnetic (classical) and matter waves. However, due to the
universality of the underlying physics, many of the results presented in this work
turn out to be general and not specific to a particular type of wave.

The first part of the thesis is devoted to the phenomenon of Anderson localiza-
tion, which is the extreme manifestation of coherent transport in random media.
Anderson localization is highly non trivial and has attracted the interest of physi-
cists for the last five decades. We first review it and then demonstrate a recent
microscopic theory of this phenomenon, adapted to the study of finite open media,
starting from first principles. Making use of this theory, we study a new manifesta-
tion of Anderson localization, the confinement of a wave in the plane perpendicular
to the direction of propagation.

In the second part, we analyze statistical properties of light transmitted through
a random medium, neglecting Anderson localization. More specifically, we consider
propagation of a short pulse through a disordered waveguide. Due to the random-
ness of the medium, the intensity of the wave exhibits a complicated interference
pattern made of bright and dark spots, called a speckle pattern. Although appar-



8 Chapter 1. General introduction

ently random, such patterns exhibit long-range correlations due to the coherence
of the underlying wave process. Since the medium is, in this case, excited by a
time-dependent radiation, the speckle pattern a priori depends on time, and so do
its correlations. We analyze this time dependence theoretically. We also present
microwave measurements of these correlations, carried out by our colleagues at the
University of Texas (San Antonio), and compare them to our theoretical analysis.

Finally, in the third part of the thesis, we study coherent transport of a very
particular type of wave: a Bose-Einstein condensate, a matter wave made of an
ensemble of atoms in the same quantum state, obtained at very low temperatures.
We show that the speckle pattern, known for classical waves, has a counterpart for
matter waves. We detail the statistical properties of these “matter-wave speckle
patterns”, and analyze their time dependence. In the last chapter, we discuss the
effects of weak atomic interactions on the expansion of a Bose-Einstein condensate
in a random potential.
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Anderson localization in finite

media
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In 1958, P. W. Anderson established that electronic diffusion could vanish in a
sufficiently random potential, in the absence of electron-electron interactions [12].
He introduced a seminal model describing hopping of an electron from one site of an
atomic lattice to another. In this “tight-binding model”, the disorder appeared as
a random site energy. The basic idea of Anderson was to study the probability for
the electron to stay on a given site, in order to show that depending on the “amount
of disorder” electronic states could be either extended over the whole lattice (zero

11
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probability), or localized on a site of the lattice (non-zero probability)1. However,
it was not until the late 1970’s and the early 1980’s that Anderson localization was
really linked to wave physics and explained on that basis. It was then shown that
the phenomenon was not specific for electrons but could take place for any coherent
wave in a random potential. Since then, many theories of localization, more or less
sophisticated, have emerged.

From the experimental point of view, the quest for Anderson localization has
concerned many types of waves, with in the last twenty years a special interest
for electromagnetic waves and, since recently, for matter waves. As far as electro-
magnetic waves are concerned, Anderson localization still remains a very elusive
phenomenon. It has been searched for by generations of Ph.D. students, and today
only a handful of experiments are convincing to demonstrate it. On the other hand,
the study of localization using matter waves is very promising but is still in its early
stages.

In this chapter we remind the necessary theoretical basis for the proper under-
standing of the phenomenon of Anderson localization2. We also give a short review
of recent experiments on the subject.

2.1 Basic definitions

It is difficult to provide a unique and unambiguous definition of Anderson localiza-
tion of waves, applicable to any type of wave and any kind of random media. Many
definitions are rather criteria that depend on the particular system that one consid-
ers. Anderson localization is often studied in different contexts, at different levels
of complexity and through different physical observables. The probably simplest
definition is due to Anderson himself: the “absence of diffusion” or “suppression
of transport”. The definition of Anderson can, however, be hazardous in the sense
that there exist other phenomena that can suppress diffusion, as well as transport
can be subdiffusive. The purpose of this section is to attempt to characterize this
phenomenon a bit more precisely. In Sec. 2.1.1 we consider fundamental properties
of Anderson localization, whereas in Sec. 2.1.2 we discuss more practical criteria
that one can use to determine whether a given sample exhibits localization or not.

2.1.1 Fundamental definitions

Strictly speaking, Anderson localization is defined in the infinite medium. The
phenomenon also shows up in finite media but in a slightly different way. This
situation will be extensively discussed later on. Here we first give fundamental
definitions, keeping in mind that we consider the infinite disordered medium.

The most rigorous definition of Anderson localization is given by mathematicians
[15]. Let us consider the Hamiltonian Ĥ = Ĥ0+V , where Ĥ0 is the kinetic part and V

1The Anderson model is detailed, for instance, in the book of P. Sheng [13].
2More details can be found for instance in Ref. [14].
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is a disordered (random) potential whose realizations are denoted {V }. We denote
ψn,{V }(r) the eigenfunctions of Ĥ. The subscript n numbers the eigenfunctions
whereas the subscript {V } indicates that the eigenfunctions depend on the particular
realization of the random potential. Anderson localization is said to take place when
for all n and almost all realizations {V }, there exist sites rn,{V } and constants Cn,{V }

for which

|ψn,{V }(r)| 6 Cn,{V } exp

(

−|r − rn,{V }|
2ξ

)

, (2.1)

where ξ is independent of the realization of disorder, and is called the localization
length. As intuition suggests, Eq. (2.1) describes nothing but exponential local-
ization of eigenfunctions in some region of space due to the presence of a random
potential.

Eq. (2.1) has the following simple consequence for the transport of a wave packet
with center of mass at r propagating in a disordered material: its mean-square
displacement 〈r2〉 obeys

〈r2〉 < const, (2.2)

where 〈. . .〉 denotes averaging over realizations of the disordered potential V . This
property is quite intuitive: the propagation of a wave packet in a disordered ma-
terial in the regime of Anderson localization is halted after a certain time. In any
dimension d, Eq. (2.2) implies that the diffusion coefficient of the wave packet is
zero:

D =
1

2d
lim
t→∞

〈r2〉
t

= 0, (2.3)

where t denotes time. Eq. (2.3) is a very widespread definition of localization in
physics. Incidentally, this turns out to be the definition given by Anderson himself
in his original paper: the absence of diffusion means that the diffusion coefficient
is zero. Eqs. (2.2) and (2.3) strongly contrast with the often encountered situation
of waves propagating by diffusion in a disordered medium [16, 17]. In this case,
properties (2.2) and (2.3) become

〈r2〉 ∝ t and D = const. (2.4)

Note that, strictly speaking, the definitions (2.1), (2.2) and (2.3) are not equivalent.
As a matter of fact, the definition (2.1) is much stronger than the two others, and
can be seen as the most fundamental definition of Anderson localization.

2.1.2 Practical criteria

In order to achieve Eqs. (2.1)-(2.3), one has to fulfill particular conditions that
appear as practical criteria for Anderson localization. In this section, we discuss
two of these criteria. They are very useful because they involve physical observables
commonly measured in experiments, unlike the definition (2.1) of localization which
applies directly to the wave function. The latter is inaccessible in experiments (the
case of Bose-Einstein condensates in random potentials is an exception, see Sec. 2.3
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and part III). In addition, these criteria are important from the historical point of
view, because they paved the way for general theories of Anderson localization.

2.1.2.1 Ioffe-Regel criterion. Role of dimensionality

One of the oldest criteria for Anderson localization was introduced in a work of
A. F. Ioffe and A. R. Regel in 1960 [18]. This criterion is valid for the infinite
medium and is based on the wave picture of Anderson localization, outlined in the
introduction of this thesis: Anderson localization occurs when interference effects
between multiple scattered waves become plethoric inside the disordered material.
A wave of wavelength λ and wave number k = 2π/λ, propagating in a disordered
medium, is scattered from an impurity, then propagates freely without loss of energy
before being scattered a second time, and so forth. This simple picture is valid
as long as the typical distance between two consecutive scattering events — the
scattering mean free path ℓ — much exceeds the wavelength. By contrast, when ℓ is
of the order of λ, this scenario breaks down because interference effects may occur
during the scattering process. Therefore, one expects localization to take place when
kℓ . const, where const ∼ 1. This condition is today referred to as the “Ioffe-Regel
criterion”. It depicts Anderson localization as a phase transition separating a regime
where waves are extended over large scales and propagate by diffusion (k ≫ 1/ℓ,
“extended” or “diffusive” regime) from a regime where waves are localized in small
regions of space (k ≪ 1/ℓ, “localized” regime). The transition region between these
two regimes is usually referred to as the “critical regime” or “mobility edge” 3.

At first sight, the above reasoning might be valid in any dimension. This however
turns out to be wrong. As a matter of fact, a transition only exists in three dimen-
sions. In contrast, in dimensions one and two waves are always localized whatever
the value of kℓ! This property of localization was first noticed in the Anderson’s
original paper, and then quantitatively explained by the scaling theory of localiza-
tion. We shall come back to this point in more details in Sec. 2.4.1 and Chapter 5.
In any case, the Ioffe-Regel criterion can be generalized to any dimension d in the
following way:

kℓ . (kℓ)c,where (kℓ)c =

{

const ∼ 1, d = 3

∞, d = 1, 2.
(2.5)

The Ioffe-Regel criterion can be derived from several microscopic theories. In Sec.
2.4 we shall give an example of such a derivation from the self-consistent theory of
localization.

2.1.2.2 Case of finite systems: Thouless criterion

Rigorously, the Ioffe-Regel criterion is only applicable to the infinite medium. In
practice, however, all physical systems are finite. In addition, in order to observe

3As far as quantum waves are concerned, the kinetic energy E is generally preferred to the wave
number k and the Ioffe-Regel criterion reads E . Ec.
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localization by means of transport measurements, it is necessary to open the system.
The study of localization in finite open systems was initiated by Thouless in 1974

[19], and then reached a decisive stage with the scaling theory of localization (Sec.
2.4.1 and Chapter 5)4.

The idea of Thouless is that the eigenstates of a finite open system of size L
achieve finite life times ~/δE due to the leakage through the boundaries. In the
extended regime, δE equals the “Thouless energy” ~D(E)/L2, where D(E) is the
diffusion coefficient at energy E, and eigenstates are extended over the whole volume.
According to Thouless, the properties of transport change drastically depending on
how this energy compares to the average level spacing ∆E = 1/[ν0(E)Ld], where
ν0(E) is the density of states at energy E and d is the dimensionality of the system.
The dimensionless “Thouless number” then naturally emerges as

g =
δE

∆E
= ~ν0(E)D(E)Ld−2. (2.6)

When g > 1, the “width of eigenstates” δE is larger than the level spacing ∆E.
This is the extended regime where states overlap. On the other hand, when g < 1,
eigenstates are well resolved. They do not overlap and cannot support transport:
this is the localized regime. Both situations are depicted in Fig. 2.1. In a finite

Figure 2.1: Sketch of typical energy spectra of a disordered system. In the extended
regime (left) the width δE of eigenstates is large as compared to the level spacing
∆E. In the localized regime (right), δE < ∆E and eigenstates are well resolved.

open medium, a criterion for Anderson localization is then

g < gc ≃ 1. (2.7)

From Eq. (2.6), one sees that the Thouless number coincides with the Drude con-
ductance G of a metal, but for a factor e2/h. This is the reason why g is also called

4To be consistent with literature, we shall use the terminology of quantum mechanics, i.e. speak
about “eigenstates” (instead of “eigenmodes” for classical waves) and use the energy E (instead
of the frequency ω of the wave). The discussion is, however, valid for classical waves as well.
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dimensionless conductance. However, it is important to note that the second equal-
ity of Eq. (2.6) is only true in the extended regime. Indeed, in the localized regime
transport is inhibited and one expects the conductance to decay exponentially with
L. We shall largely come back to this point in Chapter 5.

2.2 Quantum and classical waves

From the fundamental point of view, Anderson localization is an interference, wave
phenomenon. Viewed in this light, Anderson localization is not specific to a partic-
ular type of wave. In this sense it can be qualified as universal. As a matter of fact,
during the last half a century, a very large number of works concerned localization
of both classical and quantum waves. In the literature, quantum waves usually refer
to electrons, phonons or cold atoms (in the latter case one also speaks of matter
waves), whereas classical waves refer to light, sound, microwaves or elastic waves.
With quantum waves, the wave nature is of quantum origin and propagation is based
on the Schrödinger equation, whereas with classical waves, laws of classical wave
physics govern wave propagation.

Although Anderson localization exists for both families of waves, in the last
quarter of the 20th century, experiments focused more on localization of classical
waves, especially light and microwaves, rather than on localization of electrons.
Since 2000, localization of cold atoms has been in the spotlight. Our purpose here
is not to detail the particular case of a given type of wave, but rather to emphasize
the main differences between electrons and electromagnetic waves which are of great
importance from the historical point of view. The important case of matter waves
will be discussed in detail in Part III of this thesis.

2.2.1 Electronic conductors

For electrons propagating in a disordered metal, Schrödinger equation reads

−~
2

2me

∇
2
rΨE(r) + V (r)ΨE(r) = ǫΨE(r), (2.8)

where ΨE(r) is the wave function of an electron of mass me and energy E. V is a
potential which includes disorder and possibly other effects such as interactions with
phonons or other electrons. In the simplest situation where one neglects such effects,
V is just the local scattering potential generated by atomic impurities embedded
in the conductor. Anderson localization of electrons then shows up through an
exponentially small conductivity σ

5:

σ ∼ exp

(

−L
ξ

)

−→
L≫ξ

0, (2.9)

5This property will be demonstrated in Chapter 5.
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where L is the size of the sample and ξ is the localization length. Anderson lo-
calization is therefore a synonym of zero conductivity. It can be observed as a
metal-insulator transition that takes place when the density of impurities in the
sample is increased. Furthermore, in principle, localization of electrons can be read-
ily achieved by making the energy sufficiently small as compared to the scattering
potential. In other words, the Ioffe-Regel criterion can be fulfilled by decreasing the
energy E.

Unfortunately, in practice it is impossible to observe zero conductivity due to the
strong coupling of electrons with their environment (electronic interactions, coupling
with phonons, etc.). As a matter of fact, in disordered conductors at low tempera-
tures, interactions of electrons with phonons induce finite conductivity σ

6, given by
the celebrated Mott’s formula [20]

σ ∝ exp

(−δξ
kBT

)1/(d+1)

, (2.10)

where kB is the Boltzmann constant, T is temperature, δξ = 1/(ν0ξ
3) with ν0 the

density of states per unit volume. This underlines the main problem of electronic
systems: Anderson localization is inextricably linked to coupling of electrons with
their environment. In addition, its experimental study requires samples of very small
size (typically, a few µm) and low temperatures (due to small coherence lengths of
electrons).

2.2.2 Localization of classical waves

The first ideas concerning Anderson localization of classical waves emerged from
the works of S. John [21] and P. W. Anderson [22]. Since then, the experimental
quest for Anderson localization of classical and, especially, electromagnetic waves
has attracted a lot of interest. This is partly due to the weakly interacting character
of photons, allowing one to focus exclusively on the effect of disorder, which is
impossible with electrons. Besides, advances in the laser technology make available
lasers with very large optical coherence lengths (of the order of several meters).
Therefore, localization of classical waves may a priori be observed in macroscopic
samples and at room temperatures. Unfortunately, the situation is not as idyllic
as it seems, because localization is very difficult to achieve with electromagnetic
waves, for reasons that we detail now. Let us consider an electromagnetic wave ψ
of frequency ω propagating in a random medium7. The disorder is described by
fluctuations δǫ(r) of the local dielectric constant ǫ(r) = ǭ + δǫ(r), where ǭ is the
average of ǫ(r). The counterpart of Eq. (2.8) for classical waves is the Helmholtz
wave equation

−∇
2
rψ(r) − k2µ(r)ψ(r) = k2ψ(r), (2.11)

6Interactions with phonons allow electrons to “hop” between localized states. This is the
“variable-range hopping theory”.

7We neglect the vector nature of electromagnetic waves from here on.
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where k =
√
ǭω/c is the wave number and c the free-space velocity of the wave. We

have introduced the relative fluctuation of the dielectric constant µ(r) = δǫ(r)/ǭ. A
glance at Eq. (2.11) allows us to understand why Anderson localization of electro-
magnetic waves is so elusive: the disordered potential, analog to V for electrons, is
here −~

2k2µ(r)/(2me) ∝ ω2. A decrease of ω2 (which is the analog of electronic en-
ergy ǫ in Eq. (2.8)) therefore affects the potential which decreases in the same way!
Simply lowering the frequency is therefore insufficient to localize electromagnetic
waves. This problem was discussed by S. John in 1984 [21], who suggested that,
despite this complication, Anderson localization of light could still be observable.
His idea was the following. As discussed in the introduction of this thesis, when an
electromagnetic wave propagates in a disordered medium, one can distinguish three
regimes of single scattering. When the wavelength λ = 2π/k much exceeds the typ-
ical size a of scatterers, the scattering cross-section σs ∝ 1/λ4 (Rayleigh scattering).
In the opposite limit λ ≪ a, σs approaches the value 2πa2 given by geometrical
optics. In the intermediate region a ∼ λ (Mie scattering), σs may possibly be very
large due to Mie resonances. The typical wavelength dependence of the mean free
path ℓ = 1/(nsσs) is depicted in Fig. 2.2 for two different values m1 and m2 > m1

of the refractive index contrast between the scatterers and their environment. One

Figure 2.2: Schematic wavelength dependence of the scattering mean free path,
for two values m1 and m2 of the refractive index contrast between the scatterers
and their environment (m2 > m1). In the long-wavelength limit ℓ ∝ λ4 (Rayleigh
scattering). The short-wavelength limit corresponds to geometrical optics. In the
intermediate regime (Mie scattering) there may exist a range of wavelengths for
which the Ioffe-Regel criterion ℓ . λ is fulfilled and Anderson localization takes
place.

sees that in the regime of Mie scattering and for a sufficiently high refractive in-
dex contrast, the mean free path can become small enough so that the localization
condition (Ioffe-Regel criterion) ℓ . λ is fulfilled. Note that this discussion suggests

that localization may show up for light but it is not a proof of its existence.
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2.3 Experimental quest for Anderson localization

2.3.1 End of 20th century: first attempts...

The experimental search for localization falls within the broader field of coherent ef-
fects in transport of waves. The first experimental achievements related to Anderson
localization date back to 1987, with, notably, the measurements of the conductivity
at low temperatures demonstrating the Mott formula (2.10) [23]. Later, several arti-
cles dealt with corrections to the conductivity due to the effects of weak localization,
a precursor of localization that takes place at weaker disorder [24]. However, as dis-
cussed in the previous section, since in metals localization is inextricably linked to
the coupling of electrons with their environment, experimentalists turned very early
to the study of classical waves. The first experimental step towards localization of
such waves was the observation of a precursor effect, the coherent backscattering of
waves, which consists in an enhancement of the reflected intensity in the direction
opposite to the direction of irradiation. Experimental observation of the coherent
backscattering effect requires strong disorder, but not as strong as for the obser-
vation of Anderson localization8. It was achieved in 1985 by two different groups:
P. E. Wolf and G. Maret in Grenoble [25], and M. P. Albada and A. Lagendijk in
Amsterdam [26].

The number of (often unfruitful) attempts to observe three-dimensional Ander-
son localization (i.e., when a phase transition exists) is large and it would be futile
to try to mention them all. In the 1990’s, observation of Anderson localization of
light was claimed in several works ([27, 28, 29] to cite a few). These works con-
cluded on localization based on the observation of exponential decay of stationary
transmission with sample thickness. This property of localization is the counterpart
of the exponentially small conductivity in electronic systems (see Sec. 2.2.1) and
will be discussed in detail in Chapter 5. However, conclusions of these works have
been questioned because of the possibility for the decay observed to come from a
residual (weak) absorption [30].

Later in 2000, observation of Anderson localization of microwaves was claimed
by A. A. Chabanov et al. [31], based on the analysis of the statistical distribution
of intensity of microwaves transmitted through a disordered medium. In this ex-
periment, the samples were not three-dimensional but rather quasi one-dimensional
waveguides. Thus, at the end of the 20th century an unequivocal proof of Anderson
transition in three dimensions was still lacking.

2.3.2 A 21st century rich in experiments

At the beginning of the 21st century, several works provided clear observations of
Anderson localization of different types of waves. Rather than citing them all, we
focus here on a small set of experiments which, to the opinion of the author, were
decisive stages in the experimental quest for Anderson localization. Interestingly,

8The coherent backscattering effect is related to weak localization.
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Figure 2.3: Profiles of time-dependent transmission of a short pulse, from Ref. [32].
The black curves are experimental data and the red curves are fits by diffusion theory.
The difference between the red curves and the dashed black lines indicates the weight
of absorption. Left profile: transmission in the regime of diffusion. The long-time
tail of transmission exhibits a typical exponential decay. Right profile: transmission
in the regime of Anderson localization. The tail exhibits a nonexponential decay
and cannot be fitted by diffusion theory.

these works were realized in the last three years and two of them in 2008. This
testifies to the experimental difficulty of localizing waves, and also proves that the
subject is more lively than ever.

2.3.2.1 Localization of light...

A decisive observation of three-dimensional localization of light was achieved in 2006
by the team of G. Maret at the University of Konstanz [32]. In their experiment,
the authors study the time-resolved profile of short pulses transmitted through a
three-dimensional disordered medium. Samples are slabs of thickness of the order
of a millimeter and of width much exceeding the thickness, made of compressed
powders of submicron-sized TiO2 particles. Compared to the steady-state case, the
main benefit of such a dynamic experiment is that absorption and localization have
different effects on the transmission profile. The two phenomena can then be dis-
tinguished unambiguously, in contrast to previous experiments [27, 28, 29]. In Fig.
2.3 we report the two main measurements of Ref. [32]. The left plot corresponds
to a weakly disordered sample. The disorder parameter kℓB is large and light prop-
agates by diffusion through the sample, which gives the exponential decay of the
long-time tail of the transmission profile (black curve). In this case, the experi-
mental results are well explained by diffusion theory (red curve). On the contrary,
in the right plot the sample is much more disordered and transmission exhibits a
nonexponential decay. In the presence of absorption, the diffusive exponential de-
cay is preserved and only speeds up. Therefore, absorption cannot account for the
observed nonexponential tail.
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On the theoretical side, a power-law decay of the tail of dynamic transmission
profiles was predicted by S. E. Skipetrov and B. A. van Tiggelen [33], which seems to
corroborate the experimental observation. It should be noted that the experiment
carried out in Konstanz is a real feat because samples with mean free paths of the
order of 200 nm were necessary in order to observe localization of light.

2.3.2.2 ... sound...

Very recently, three-dimensional Anderson localization of sound was reported by
the team of J. H. Page at the University of Manitoba in Canada [34]. Here the
experimental demonstration is based on yet another consequence of localization
called transverse confinement. The study of this phenomenon is the subject of
Chapter 4. Here we only give the main elements necessary for the understanding
of the experiment. For sound, length scales are larger than for light. In Ref. [34],

Figure 2.4: Right: sketch of the ultrasonic experiment. A short, focused pulse is
sent into the disordered sample, and the transmitted intensity I(ρ, t) is measured
at different transverse points ρ and different times t. Left: spot width W 2

ρ (t) de-
duced from Eq. (2.12) and measurements of I(ρ, t), as a function of time and for
different ρ = |ρ|. The dashed line indicates the diffusive behavior W 2

ρ (t) = 4DBt.
Experimental curves are fitted by the self-consistent theory of localization.

disordered samples are ∼ 20 mm thick slabs made of aluminium beads of diameter ∼
4 mm brazed together. Pulsed ultrasonic beams are focused on one side of the sample
and the transmitted intensity is measured on the other side with hydrophones. The
main difference with Maret’s experiment is that here the spatial profile of the output
spot is followed as a function of time. This is depicted in the drawing of Fig 2.4.
The incoming pulse is focused at the transverse position ρ = 0 on the input surface
and the output transverse intensity profile I(ρ, t) is measured as a function of time
for different ρ = |ρ|. Very generally, one has

I(ρ, t)

I(0, t)
= exp

[ −ρ2

W 2
ρ (t)

]

, (2.12)
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where the “spot width” W 2
ρ (t) is a function that is deduced from measured values

of I(ρ, t). In the extended regime, sound propagates by diffusion and W 2
ρ (t) =

4DBt, in agreement with Eq. (2.4). The transverse intensity profile is therefore
Gaussian and its width grows linearly with time. On the other hand, if waves are
localized, this profile departs from a Gaussian. W 2

ρ (t) is expected to depend on ρ
and to increase slower (if at all) with time. Typical dependencies W 2

ρ (t), obtained
in strongly disordered samples, with mean free paths of the order of 0.5 mm, are
shown in Fig. 2.4. They demonstrate a saturation of W 2

ρ (t) at long times, for
any transverse position ρ. This behavior is very different from that expected in the
extended regime, shown by a dashed line in the figure. This saturation at long times
is called transverse confinement. Physically, this effect reflects the halt of spreading
of the wave pulse along the transverse direction due to Anderson localization, in the
sense of property (2.2). The self-consistent theory of localization reproduces very
well the experimental results (solid lines in the figure).

2.3.2.3 ... and Bose-Einstein condensates.

The interest of physicists for Anderson localization of Bose-Einstein condensates is
recent but very intense, as testifies the number of high quality papers, published on
the subject in the last few years. Here the idea is to produce a Bose-Einstein con-
densate and let it expand in a random potential. As compared to experiments with
classical waves, in experiments with condensates the propagating wave is replaced
by the condensate and the disordered medium is replaced by a random potential
which is produced artificially by means of optical techniques. Part III of the thesis
is devoted to these systems.

There are several excellent articles reporting experiments on Bose-Einstein con-
densates expanding in random potentials. We choose here to discuss a recent ex-
periment carried out by the french group of A. Aspect in Orsay [35], which has the
benefit to be a “direct” observation of Anderson localization in the sense of defini-
tion (2.1). The expansion of the condensate in the random potential is depicted in
the left panel of Fig. 2.5. A confining potential (depicted by the pink tube in Fig.
2.5) forces the condensate to expand only along one direction. The halt of expansion
is observed at long times. This is shown in the inset of the right panel of Fig. 2.5.
The points are the mean size of the condensate, which is proportional to time in the
absence of random potential (green points) and saturates at long time in the pres-
ence of random potential (red points). This saturation is consistent with Anderson
localization according to definition (2.2). However, the most striking effect is shown
in the main plot of Fig. 2.5, which is a direct observation of the localization of the
condensate in space. One clearly observes the exponential decay of the tails of the
condensate density (wave function squared), in agreement with definition (2.1).

Today, experiments on three-dimensional localization of Bose-Einstein conden-
sates have not been reported yet. However, in a very recent paper from the team
of D. Delande in Paris, a three-dimensional localization in systems of cold Cesium
atoms was reported [36]. Here it is not a question of propagation of a wave but of
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Figure 2.5: Left: sketch of the experiment. A Bose-Einstein condensate expands in
a random potential shown in blue. The expansion is restricted to the z direction.
The pink tube depicts longitudinal confinement. Right: direct measurement of
the condensate density at a given (long) time, as a function of z. Tails exhibit
exponential decay, typical for localization. The inset shows the mean size of the
condensate in the absence (green points) and in the presence (red points) of random
potential.

an experimental realization of a theoretical model called the quasi-periodic kicked
rotor. Roughly speaking, this model describes the behavior, in momentum space, of
a quantum pendulum which is periodically “kicked” with a force whose amplitude
is modulated in time. Although this model seems very far from typical problems of
disordered systems, it was proven to be an analog of the three-dimensional Anderson
model [37]. In the experiment of Ref. [36], the role of the kicked pendulum is played
by atoms exposed to a pulsed standing electromagnetic wave, and localization is
directly observed from the measurement of the distribution of atomic momenta.

2.4 Theoretical approaches

In this section, we briefly review some of the main theories that allow a description
of the phenomenon of Anderson localization, namely, the scaling theory, the self-
consistent theory, the random matrix theory and the supersymmetric nonlinear σ-
model. For the two latter we give a very short description since they will not be
used in the following. We also give only the main lines of the scaling theory which
is described in more detail in Chapter 5.

2.4.1 The scaling theory

One of the most prominent theoretical achievements after the paper of Anderson is
certainly the scaling theory of localization. It was put forward by E. Abrahams, P.
W. Anderson, D. C. Licciardello and T. V. Ramakrishnan in 1979 [38]. This theory
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will be largely detailed in Chapter 5 and we simply give here the main lines.
The scaling theory extends the ideas of Thouless (see Sec. 2.7) and postulates

that the dimensionless conductance is the only parameter needed for describing
transport in a disordered medium of finite size. In this sense, the scaling theory is
sometimes called one-parameter scaling theory. From this assumption and consid-
erations similar to those of renormalization group theory, one can define a “scaling
function” β(g) which is universal, in the sense that it is independent of the mi-
croscopic properties of the sample (and only depends on g). The main purpose of
scaling theory is the study of this β function, which provides a unified description
of transport from the extended regime to the localized regime, in any dimension.

The scaling theory is very elegant and provides a description of the Anderson
transition based on simple arguments. In addition, the fact that in dimensions
one and two, states are localized whatever the degree of disorder, whereas in three
dimensions there exists a phase transition separating extended from localized states
(see the discussion of Sec. 2.1.2.1), emerges naturally from the theory. However,
the scaling theory has a number of shortcomings. It is phenomenological and does
not explain some fine features of Anderson localization (an example will be given
in Chapter 4). Besides, the scaling theory fails to describe the statistical properties
of transport in disordered media, as, for instance, the statistical distribution of
conductance fluctuations.

2.4.2 The self-consistent theory

In this section we present the main features of the so-called self-consistent theory
which was one of the first microscopic description of Anderson localization in the
infinite medium. A complete derivation of a generalized version of this theory will
be provided in the next chapter. Here we focus on its physical content.

2.4.2.1 Intuitive approach

From the microscopic point of view, the idea at the origin of the self-consistent theory
of localization is that when a wave is emitted from some point inside a disordered
medium, more energy comes back to the source than expected if waves behaved like
classical particles. To be a bit more quantitative, it is valuable to look at this energy
in more detail. In the framework of diffusion theory, the density of wave energy at a
point r and at time t of a wave packet emitted at time t′ from a point r′ is given by
the “intensity Green’s function” or “propagator” C(r, r′, t−t′) (this quantity will be
defined rigorously in Chapter 3), which in the extended regime, obeys the diffusion
equation

(
∂t −DB∇

2
r

)
C(r, r′, t− t′) = δ(r − r′)δ(t− t′), (2.13)

with DB = cℓ/3 the diffusion coefficient [16]. Note that in the case of quantum
particles, Eq. (2.13) holds as well, but the terminology is slightly different: C is
called probability of quantum diffusion, and can be interpreted as a probability
density of finding the particle in the vicinity of point r at time t, provided that the
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particle was at r′ at time t′. For simplicity let us assume that t′ = 0. The energy
density at the source at time t is then C(r, r, t). In dimension d, the solution of
diffusion equation (2.13) is given by

C(r, r′, t) =
1

(4πDBt)d/2
exp

(

−|r − r′|2
4DBt

)

. (2.14)

In a semi-classical picture, a ray propagating during a small time interval dt can be
seen as a tube of diameter λd−1 and of length cdt. The amount of energy returning
to the source is then

Ereturn ≃
∫ ∞

0

dtcλd−1C(r, r, t). (2.15)

There is an ultraviolet divergence in the integral of Eq. (2.15). This reflects the
breakdown of diffusion theory at very short times, when waves propagate ballisti-
cally. A way to overcome this problem is to introduce the mean free time ℓ/c as
the lower limit of integration. Making use of C(r, r, t) = 1/(4πDBt)

d/2, we readily
obtain

Ereturn ∼







1

(kℓ)2
, d = 3

∞, d = 1, 2.
(2.16)

Eq. (2.16) is quite remarkable. For d = 1 and d = 2, diffusion theory predicts that
an infinite amount of energy returns back to the point where the wave packet was
initially emitted. This divergence signals the breakdown of diffusion theory whatever
kℓ, which is not surprising because we have seen that in dimensions one and two
localization always takes place. In three dimensions, Eq. (2.16) requires kℓ > 1 to
make sense because for kℓ . 1 constructive interferences become significant, and
the diffusive approach breaks down. As a matter of fact, we have just derived the
Ioffe-Regel criterion discussed in Sec. 2.1.2.1.

2.4.2.2 Self-consistent equations

The self-consistent theory is one of the first microscopic theories of Anderson lo-
calization. It was proposed in the 1980’s by D. Vollhardt and P. Wölfle [39]. By
means of diagrammatic calculations, they derived a transport equation similar to
the usual diffusion equation (2.13) but with the “classical” diffusion coefficient DB

replaced by a renormalized D, including interference effects at the origin of Ander-
son localization. The main consequence is that Eq. (2.13) is replaced by a system
of self-consistent equations which read (in Fourier space)







[
−iΩ −D(Ω)∇2

r

]
C(r, r′,Ω) = δ(r − r′) (a)

1

D(Ω)
=

1

DB

+
3

πcν0 ℓ

∫
ddq

(2π)3

1

−iΩ +Dq2
(b)

(2.17)

where ν0 is the density of states. The integral of Eq. (2.17b) is nothing but C(r, r,Ω).
This confirms the central role played by the return probability which directly drives
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the renormalization of the diffusion coefficient. Notice that Eqs. (2.17) provide a
unified description of both the extended and the localized regimes in space of any
dimensionality.

2.4.2.3 Main results of the self-consistent theory

It is interesting to check whether the fundamental properties of transport in the
regime of Anderson localization given in Sec. 2.1.1 (Eqs. (2.2) and (2.3)) follow
from the self-consistent theory. For this purpose, we consider a wave packet initially
located at position r′, and study its propagation at long times. To fix the ideas, we
consider the case of a three-dimensional medium. Eq. (2.17b) can be written as

D(Ω)

DB
= 1 − γ

2π2

∫ ∞

0

dq − iΩ

D(Ω)

γ

2π2

∫ ∞

0

dq

−iΩ/D(Ω) + q2,
(2.18)

where we have introduced γ = 3/(πcν0 ℓ). The ultraviolet divergence of the first
integral arises from the breakdown of multiple scattering theory at short length
scales, where waves propagate ballistically. It can be regularized by introducing an
upper momentum cutoff qmax ∼ 1/ℓ. This leads to

D(Ω)

DB
= 1 − γqmax

2π2
+

γ

4π

√

−iΩ
D(Ω)

. (2.19)

We now introduce the dimensionless variables υ = (1 − γqmax/2π
2)/(−iΩτ)1/3,

T (Ω) = [D(Ω)/DB]/(−iΩτ)1/3 and α = γ2/(16π2
τDB), where τ = ℓ/c is the mean

free time. Eq. (2.19) then reads

T (Ω)3 − 2υT (Ω)2 + υ2T (Ω) − α2 = 0. (2.20)

The case kℓ ≫ 1 corresponds to the extended regime (γ → 0). For kℓ ≫ 1, α ≪ 1
and, consequently, Eq. (2.20) can be rewritten as T (T − υ)2 = 0. The non-zero
solution of this equation is T = υ. This yields

D(Ω) = DB

[

1 − 1

(kℓ)2

]

. (2.21)

The regime kℓ > 1 is sometimes called “weak localization regime” because inter-
ference effects renormalize D by a small amount ∼ 1/(kℓ)2. Far in the extended
regime, kℓ ≫ 1 and D = DB, in agreement with Eq. (2.4) expected for diffusion.
In this regime, the energy density of the wave packet, the solution of Eq. (2.17a),
is given by Eq. (2.14). The mean-square displacement 〈r2〉diff of the wave packet in
the extended regime follows straightforwardly:

〈r2〉diff = 6DBt, (2.22)

which is again in agreement with Eq. (2.4).
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Let us now consider the localized regime kℓ < 1 in the limit |kℓ − 1| ≪ 1.
In the low frequency limit Ωτ ≪ 1, |υ| ≫ 1 and therefore Eq. (2.20) reduces to
T (Ω) = α2/υ2, which yields

D(Ω) = −iΩξ2, (2.23)

where we have defined the length scale ξ = 3ℓ/[2(1 − kℓ)]. In the limit Ω → 0,
the diffusion coefficient vanishes, in agreement with the definition (2.3) of Anderson
localization. In the localized regime, the energy density of the wave packet at long
times then reads

C(r, r′, t→ ∞) =
1

4π|r− r′|ξ2
exp

(

−|r − r′|
ξ

)

. (2.24)

From Eq. (2.24), we see that ξ gives the typical extent of the wave packet at long
times in the localized regime: ξ is the localization length which has been introduced
in Eq. (2.1)9. Finally, in the localized regime, the mean-square displacement of the
wave packet is given by

〈r2〉loc = 6ξ2, (2.25)

which is nothing but the property (2.2), with const ∼ ξ.

2.4.3 Other approaches

Beyond the self-consistent theory, at least two other approaches allow to describe
quantum transport in disordered media: the random matrix theory and the super-
symmetric nonlinear σ-model. We briefly describe them in this section.

Random matrix theory was developed in the 1960’s, under the impulse of E. P.
Wigner and F. J. Dyson. The original motivation was then provided by the problem
of energy level statistics in heavy nuclei. Since then, the theory has been extended to
many other fields and, notably, to mesoscopic wave transport in disordered media.
For a very complete review of random matrix theory we refer to the paper by C. W.
J. Beenakker [40]. The idea of random matrix theory of quantum transport is to
describe open disordered media through the statistical properties of the scattering
matrix ¯̄S of a disordered system with N propagating modes:

¯̄S =

(

¯̄r ¯̄t′

¯̄t ¯̄r′

)

(2.26)

The scattering matrix allows to describe the amplitude of waves reflected from and
transmitted through disordered media by the reflection matrices ¯̄r and ¯̄r′ (reflec-
tion from left to left and from right to right) and transmission matrices ¯̄t and ¯̄t′

(transmission from left to right and from right to left). The transport is then char-
acterized by the statistics of eigenvalues of ¯̄S. Because of current conservation, ¯̄S is
unitary and, as a consequence, the four Hermitian matrices ¯̄t ¯̄t†, ¯̄t′¯̄t′†, 1 − ¯̄r¯̄r†, and

9Notice that the localization length diverges at the mobility edge kℓ = 1. This property is
characteristic of phase transitions and will be discussed in more detail in Chapter 5.



28 Chapter 2. Anderson localization: an overview1 − ¯̄r′ ¯̄r′† have the same set of eigenvalues T1, T2, . . ., TN . This set is sufficient to
characterize transport in the disordered medium. From very few assumptions, O.
N. Dorokhov [41] and independently P. A. Mello, P. Pereyra, and N. Kumar [42]
were able to derive an equation describing the evolution of the distribution function
of T1, T2, . . ., TN with the size L of a disordered system. This equation is known as
the DMPK equation, and it turns out to be a very powerful tool to describe trans-
port in disordered media. It was successfully applied to explain the phenomenon of
universal conductance fluctuations (see Chapter 6) or the statistics of conductance
fluctuations in disordered wires.

A major advantage of random matrix theory is that it is nonperturbative and
thus provides a unified description of both extended and localized regimes of wave
propagation. Besides, it was recently generalized to include dynamics [43]. A major
shortcoming of random matrix theory is that it is, by construction, restricted to
one-dimensional and quasi one-dimensional systems.

Another very sophisticated theory of quantum transport in disordered media
is the field theory. The idea of this theory is to replace the path integrals of the
diagrammatic approach by integrations over complex fields. In its modern form,
the field theory exploits properties of Grassmann algebra to describe interactions
between these fields. The resulting model is known as the supersymmetric nonlinear
σ-model (for reviews see for instance [44, 45]). In this model, the Green’s function G
of Schrödinger equation (2.8) is written as a functional integral over a two-component
field ΨT = (S,χ) of commuting (S) and anticommuting (χ) Grassmann variables:

G(r, r′, ǫ) = i~

∫

DΨS(r)S∗(r′) exp

[

i~

∫

dRΨ †(R)(Ĥ − ǫ+ i0+)Ψ (R)

]

. (2.27)

From this functional formulation, one expresses the intensity Green’s function as an
integral over fields Ψ which can be evaluated by means of the saddle point method.

The field theory is nonperturbative and can be applied to study disordered sys-
tems in any dimension10. This makes it a very powerful tool to study the Anderson
transition. Unfortunately, it is highly technical and does not always give the neces-
sary physical insight to guide experiments.

2.5 Conclusion

In this chapter we reviewed the main definitions and properties of Anderson local-
ization, as well as the main theoretical approaches available to describe it. Our
purpose was more to provide a theoretical basement for the remainder of this thesis,
rather than to give an exhaustive review of localization. In the following, we shall

10At first sight, the field theory seems very far from the random matrix theory or usual diagram-
matic treatments. They are, however, well related. For instance, results of the diagrammatic theory
can be derived from the field theory [40], and it was shown that the supersymmetric nonlinear σ-
model is equivalent to the random matrix theory in the limit of N, L/ℓ → ∞ with Nℓ/L = const
[44].
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encounter several times some of the criteria discussed in Sec. 2.1, for various systems
studied in this thesis.

From here on, we shall exclusively make use of the self-consistent theory to
describe Anderson localization. Strictly speaking however, in the form presented in
this chapter, the self-consistent theory is only valid in the infinite medium. It is
therefore required to generalize it to open media of finite size. This will be done in
the next chapter by means of a position-dependent diffusion coefficient. The self-
consistent theory generalized in this way is extremely suitable to provide quantitative
descriptions of realistic experimental situations. For instance, it allows account for
different types of source (short pulses, focused beams, plane waves etc.) and for
samples of various shapes. Incidentally, the experiments discussed in Secs. 2.3.2.1
and 2.3.2.2 can be successfully explained in the framework of this theory.
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Microscopic approach to Anderson localization in finite media
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Throughout this thesis, Anderson localization will be treated by means of the
self-consistent theory of D. Vollhardt and P. Wölfle. In the previous chapter, we
stressed that in its original form (Eqs. (2.17)), the self-consistent theory is, in
principle, only valid for the infinite medium. However, in any physical experiment
samples are finite. Moreover, in the particular case of transport experiments, they
are necessarily open to the external world. For instance, localization experiments
generally require exciting the disordered sample in some way and then measuring
transmitted or reflected field or intensity. It is therefore important to adapt Eqs.
(2.17) to the case of finite disordered media, Of course this problem is not new.

31
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Already in its original form, the self-consistent theory was used to study localization
in finite systems: the simplest way to account for finite-size effects is to introduce
the system size L as a lower cut-off ∼ 1/L in the integral over momentum in Eq.
(2.17b). Such an approach can be more or less successful in making qualitative
predictions in the spirit of the scaling theory of localization (see Chapter 5), but it
becomes insufficient when one is interested in fine details of multiple wave scattering
close to the mobility edge and in the localized regime. In 2000, van Tiggelen et al.

proposed a natural generalization of self-consistent theory to media of finite size by
introducing a position-dependent diffusion coefficient D [46]:







(−iΩ − ∇r ·D(r,Ω)∇r)C(r, r′,Ω) = δ(r − r′) (a)
1

D(r,Ω)
=

1

DB
+

6π

k2ℓ
C(r, r,Ω). (b)

(3.1)

The fundamental difference between Eqs. (2.17) and (3.1) is that the return prob-
ability C(r, r,Ω) in Eq. (3.1b) explicitly depends on r, and hence D depends on
position too.

One can question the physical meaning of the diffusion coefficient depending on
position. A simple picture can be obtained in the stationary case Ω → 0. In the
infinite medium, the diffusion coefficient D(Ω → 0) is zero, as we saw in Sec. 2.4.2.3.
In a finite medium, the diffusion coefficient is also expected to vanish in the bulk
where there is no difference with the infinite medium, but close to boundaries the
situation may be different. Indeed, in the vicinity of a boundary, the amount of
energy coming back to the point where it was initially emitted (given by C(r, r,Ω))
is less than in the infinite medium because of the increased probability for the wave
to leave the medium through the boundary. Therefore, in a finite medium it seems
natural that transport may drastically differ depending on whether one looks at
regions near boundaries or deep in the bulk. This leads to a position-dependent
renormalized diffusion coefficient D, the renormalization being less important near
the boundaries of the disordered medium.

The generalized self-consistent theory was recently used to study the dynamics
of Anderson localization in quasi one-dimensional [47, 48] and three-dimensional [33]
random media. Meanwhile, the generalized self-consistent equations (3.1) have never
been derived microscopically. Such a derivation is highly desirable for at least two
reasons. First, recent results indicate that the position dependence of D is crucial for
the internal consistency of the theory itself and that some of the important features
of Anderson localization cannot be reproduced without fully taking it into account
(an example of such a situation will be discussed in Chapter 4). Second, the very fact
that D should be position-dependent can be questioned in favor of momentum [49]
or time [50] dependencies studied in the past, unless the position dependence of D is
given a microscopic justification. This calls for a rigorous derivation of self-consistent
equations in a medium of finite size, showing the emergence of position-dependent
D from microscopic equations of wave propagation and clarifying the physics behind
it.
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The purpose of this chapter is to present a mathematical derivation of the self-
consistent equations of localization (3.1) in a finite medium of size L much exceeding
the two main “microscopic” length scales of the problem: the wavelength λ and the
mean free path ℓ. To fix the ideas, in this chapter we make use of the terminology
of classical waves, but the results can be readily extended to the transport of quan-
tum particles (e.g., an electron or an atom at low temperatures) described by the
Schrödinger equation with a disordered potential.

The chapter is organized as follows. In Sec. 3.1, we introduce notations and
define precisely the concept of intensity Green’s function that appeared already in
the previous chapter. Then, the main “building block” of our derivation — an
“interference loop” that we insert inside ladder diagrams to account for interference
effects in the intensity Green’s function — is calculated in Sec. 3.2. In Sec. 3.3,
we sum an infinite series of diagrams for the intensity Green’s function and obtain
the self-consistent equations of localization. Sec. 4.3 is devoted to the treatment of
boundary conditions and a discussion of energy conservation. Finally, we summarize
our main results and discuss their implications in Sec. 3.5. Technical details of
calculations are collected in Appendix A.

3.1 Theoretical framework

3.1.1 Intensity Green’s function

We consider propagation of a scalar, monochromatic wave of circular frequency ω in
a three-dimensional disordered medium of finite size. Propagation of waves in such
a medium is governed by the Helmholtz equation:

[∆r + k2(1 + µ(r))]G(r, r′, ω) = δ(r − r′), (3.2)

where G(r, r′, ω) is the amplitude Green’s function. G is the wave field at point
r and frequency ω due to a point source located at point r′. µ(r) = δǫ(r)/ǭ is
the relative fluctuation of the dielectric constant ǫ(r) = ǭ + δǫ(r), ǭ is the average
dielectric constant, k =

√
ǭω/c is the wave number, and c is the speed of wave

in a homogeneous medium with ǫ = 1 (vacuum). We assume that µ(r) obeys the
white-noise Gaussian statistics [16]:

k4µ(r)µ(r′) =
4π

ℓ
δ(r − r′), (3.3)

where the overline denotes averaging over realizations of disorder and ℓ is the scat-
tering mean free path. We now assume weak disorder:

kℓ≫ 1. (3.4)

This inequality was already introduced in the previous chapter and defines the ex-
tended regime of wave propagation. Under the assumption of weak disorder, the



34 Chapter 3. Microscopic approach to Anderson localization in finite media

average amplitude Green’s function can be calculated. We do not detail this calcu-
lation which is standard and can be found, for instance, in the book of E. Akkermans
and G. Montambaux [16]. The result is

G(r, r′, ω) = − 1

4π |r − r′| exp

(

ik |r− r′| − |r − r′|
2ℓ

)

. (3.5)

Eq. (3.5) indicates that a wave propagating in a disordered medium is strongly
attenuated over distances of the order of the mean free path. Strictly speaking, this
result is valid only in the infinite medium. However, it holds in a medium of finite
size as well, provided that the points r and r′ are at least one mean free path from
the boundaries. Let us now introduce the average intensity Green’s function (or
propagator):

C(r, r′,Ω) =
4π

c
G(r, r′, ω1)G∗(r, r′, ω2), (3.6)

where ω1 = ω0 + Ω/2, ω2 = ω0 − Ω/2, and we omit the dependence of C on the
carrier frequency ω0. We assume the latter to be fixed in the remainder of this
chapter. Physically, let us remind that the inverse Fourier transform C(r, r′, t− t′)
of Eq. (3.6) describes the density of wave energy at r at time t due to a short pulse
emitted at time t′ by a point source at r′.

3.1.2 Assumptions

The analysis of the intensity Green’s function C is generally complicated and rela-
tively simple results can be obtained only under certain assumptions that we detail
below and that will be adopted from here on.

1. Weak disorder (Eq. (3.4)). This condition has already been used above for
the derivation of the average amplitude Green’s function. However, as seen
from the previous chapter, the description of Anderson localization requires
to go towards the limit kℓ . 1. This will be done in Sec. 3.3 by means of a
self-consistency principle.

2. Intensity is measured at large distances r from the source point r′ (i.e., |r −
r′| ≫ ℓ), and slow dynamics Ω ≪ ω0, c/ℓ. This means that we consider only
slow spatial variations of C and neglect any effects that might be due to its
variations on the scale of the order of wave period ∼ 1/ω0 or mean free time
ℓ/c1 [16].

3. Time-reversal invariance. This assumption is fundamental for the derivation
of the self-consistent equations of localization. It indicates that transport
properties remain unchanged when t is changed to −t.

1One speaks of hydrodynamic assumption.
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Figure 3.1: General diagrammatic form of the intensity Green’s function C(r, r′,Ω),
which is the average of the product of two amplitude Green’s functions G and G∗

of frequencies ω1 and ω2, respectively. Solid and dashed lines denote G and G∗,
respectively. The gray rectangle Γ denotes the multiple scattering sequence followed
by G and G∗ between points r1 and r2 and r3 and r4, respectively. r′ is the source
point and r the observation point.

3.2 Interference effects in finite media

3.2.1 Diagrammatic approach

The original derivation of self-consistent equations (2.17) by D. Vollhardt and P.
Wölfle [39] heavily relies on the translational invariance of the medium on average

and, therefore, cannot be straightforwardly extended to a medium of finite size that
lacks translational invariance even after ensemble averaging.

The starting point of our derivation is the diagram for the intensity Green’s
function (Fig. 3.1). The physical process depicted by this diagram is the following.
The wave is emitted from the point r′. The first scattering events for the amplitude
Green’s functions G and G∗ occur at points r1 and r3, respectively. Between points
r1 and r2, G undergoes a multiple scattering process — symbolized by the gray
rectangle Γ in Fig. 3.1— as well as G∗ between r3 and r4. The intensity is finally
measured at r. The diagram of Fig. 3.1 can be written as2

C(r, r′,Ω) =
4π

c
G(r, r′, ω1) ×G∗(r, r′, ω2)

+
4π

c

∫

dr1dr2dr3dr4G(r1, r′, ω1) ×G∗(r3, r′, ω2)

× Γ(r1, r2, r3, r4,Ω)G(r, r2, ω1) ×G∗(r, r4, ω2), (3.7)

where Γ(r1, r2, r3, r4,Ω) is called a vertex function and is depicted by the gray rect-
angle in Fig. 3.1 (as for C, we have omitted the dependence of Γ on the carrier
frequency). In principle, this function includes all possible combinations of multiple
scattering paths followed by G and G∗ in the disordered medium. The first term

2To lighten the notation, in this chapter we use dx instead of d3x to denote three-dimensional
integration over a vector x.
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(4π/c)G × G∗ on the right-hand side of Eq. (3.7) is exponentially small at large
distances |r − r′| ≫ ℓ (see Eq. (3.5)). It will be neglected in the following.

3.2.2 Classical diffusion equation

In the regime of weak disorder, defined by kℓ ≫ 1, Γ(r1, r2, r3, r4,Ω) ≃ δ(r1 −
r3)δ(r2 − r4)ΓD(r1, r2,Ω) with ΓD a sum of ladder diagrams [13, 16, 39] shown in
Fig. 3.2a. These diagrams describe a sum of multiple scattering processes in which
G and G∗ follow exactly the same sequence of scattering events (each scattering
event is depicted by a cross in Fig. 3.2a).

We denote C given by Eq. (3.7) with ΓD substituted for Γ by CD. At large
distances |r− r′| ≫ ℓ and in the limit of small Ω, one derives the diffusion equation
(2.13) for the intensity Green’s function C (this derivation can be found, for instance,
in Ref. [16]):

(−iΩ −DB∆r)CD(r, r′,Ω) = δ(r − r′), (3.8)

where, we remind, DB = cℓ/3 is the Boltzmann diffusion coefficient. This equation
holds in the infinite medium as well as in finite media, provided that it is supple-
mented with appropriate boundary conditions in the latter case. Eq. (3.8) ignores
interference effects and treats the wave as a classical particle that propagates through
a disordered medium by diffusion. In this regime, transport is said to be incoherent.

Figure 3.2: (a) Sum of ladder diagrams ΓD(r1, r2,Ω) and (b) sum of maximally-
crossed diagrams ΓC(r1, r2,Ω). Solid and dashed lines denote G andG∗, respectively.
The dotted line symbolizes the correlation function of disorder k4µ(r)µ(r′) given
by Eq. (3.3). Crosses denote scattering events. Integrations over positions of all
internal scattering events are assumed. In all diagrams of this chapter, G and G∗

should be evaluated at frequencies ω1 = ω0 + Ω/2 and ω2 = ω0 − Ω/2, respectively.
We show this explicitly in the panel (a) of this figure only.
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3.2.3 Interference effects and reciprocity principle

We now come to the study of corrections to ladder diagrams, and therefore consider
interference (or “coherent”) effects in transport. For this purpose, we first introduce
a sum of maximally-crossed diagrams ΓC(r1, r2,Ω) shown in Fig. 3.2b. If we do not
consider the first term on the right-hand side of Fig. 3.2a, we can formally obtain ΓC

from ΓD by rotating the bottom propagation line of the diagram of Fig. 3.2a by 180◦

in the plane perpendicular to the plane of the figure. The time-reversal invariance
(see Sec. 3.1.2) then implies ΓC(r1, r2,Ω) = ΓD(r1, r2,Ω) if |r1 − r2| exceeds the
correlation length of disorder (i.e., if r1 6= r2 for the white-noise disorder that we
consider here) because the first term of Fig. 3.2a can be neglected in this case.

Figure 3.3: The diagram X(r, r′,Ω) that we use to introduce interference effects in
the calculation of intensity Green’s function. This diagram is made of a four-point
Hikami box H(r, r1, r

′, r2) (detailed in Appendix A.1) and of the sum of maximally-
crossed diagrams ΓC(r1, r2,Ω) shown by the wavy loop connecting r1 and r2.

To account for interference effects during propagation, we consider a loop-shaped
diagram X(r, r′,Ω) shown in Fig. 3.3. This diagram is the building block of coherent
transport. We shall see that it describes the fundamental interference process that
leads to Anderson localization. This diagram represents the self-crossing of two
fields propagating in a disordered medium, and is made of a square diagram known
as a four-point Hikami box H(r, r1, r

′, r2) [51, 52] and of a sum of maximally-crossed
diagrams ΓC(r1, r2,Ω). The diagram H is detailed in Appendix A.1. The diagram
X can be written as

X(r, r′,Ω) =

∫

dr1dr2H(r, r1, r
′, r2)ΓD(r1, r2,Ω), (3.9)

where we replaced ΓC(r1, r2,Ω) by ΓD(r1, r2,Ω) by making use of time-reversal in-
variance.

Because H is a local object having non-zero value only when all the four points
r, r1, r′ and r2 are within a distance of order ℓ from each other, we can expand ΓD

in series around r, assuming that its spatial variations are small at the scale of ℓ:

ΓD(r1, r2,Ω) ≃
{

1 + (r1 − r) · ∇r1
+ (r2 − r) · ∇r2

(3.10)

+
1

2
[(r1 − r) · ∇r1

]2 +
1

2
[(r2 − r) · ∇r2

]2 + . . .
}

ΓD(r1 = r, r2 = r,Ω).
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We truncate this expansion to the first order in the remainder of our derivation.
We now make use of a fundamental ingredient of transport theory: the reciprocity
principle. This principle states that one can interchange detector and source without
changing the result. In particular, the reciprocity principle is valid for the intensity
as well as for the field. In our case we apply it to the field, which gives ΓD(r1, r2,Ω) =
ΓD(r2, r1,Ω). This allows us to rewrite Eq. (3.10) as

ΓD(r1, r2,Ω) ≃
[

1 +
1

2
(r1 + r2 − 2r) · ∇r

]

ΓD(r, r,Ω). (3.11)

Substituting this into Eq. (3.9) we obtain

X(r, r′,Ω) =

[

H(r, r′) +
1

2
Hf(r, r

′) · ∇r

]

ΓD(r, r,Ω), (3.12)

with

H(r, r′) =

∫

dr1dr2H(r, r1, r
′, r2) (3.13)

and

Hf (r, r
′) =

∫

dr1dr2(r1 + r2 − 2r)H(r, r1, r
′, r2). (3.14)

The first term on the right-hand side of Eq. (3.12) is present, be the medium finite
or not. The second term on the right-hand side is non-zero only in a finite medium
because then ΓD(r, r,Ω) depends on r due to broken translational invariance! It
will be seen from the following that this term is of fundamental importance for
the derivation of self-consistent equations of localization in a finite medium. A
calculation detailed in Appendix A.2 gives

Hf(r, r
′) = −(r − r′)H(r, r′). (3.15)

Substituting Eq. (3.15) into Eq. (3.12) we obtain

X(r, r′,Ω) = H(r, r′)

[

1 − 1

2
(r − r′) · ∇r

]

ΓD(r, r,Ω). (3.16)

For convenience of calculations, we introduce the difference variable ∆r = r−r′,
such that a given function f of r and r′ becomes a function f̃ of r and ∆r. In
particular, H(r, r′) becomes H̃(∆r) and does not depend on r. Using the new set
of variables r and ∆r, we have ΓD(r, r,Ω) = Γ̃D(r,∆r = 0,Ω). Equation (3.16)
becomes

X̃(r,∆r,Ω) = H̃(∆r)

[

1 − 1

2
∆r · ∇r

]

Γ̃D(r, 0,Ω). (3.17)

We now take the Fourier transform of Eq. (3.17) with respect to ∆r and consider
the limit q → 0. The Fourier transform H̃(q) of H̃(∆r) is equal to DBℓ

4q2/8πck2

in this limit (see Appendix A.1). We then obtain

X̃(r,q,Ω) =
−ℓ4DB

8πck2

[
(iq)2 + (iq) · ∇r

]
Γ̃D(r, 0,Ω). (3.18)
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+ + +

Figure 3.4: An infinite series of diagrams contributing to the intensity Green’s func-
tion. The first term is the sum of ladder diagrams. The second term is the sum of
ladder diagrams with a single interference loop denoted by wavy lines and equal to
an infinite sum of maximally-crossed diagrams. Next terms contain 2, 3, etc. consec-
utive interference loops. The ladder and the maximally-crossed diagrams are joined
together by a Hikami box detailed in Appendix A.1. The analytic representation of
this diagrammatic series is given by Eq. (3.21).

An approximate expression for X̃(r,∆r,Ω) can then be obtained by the inverse
Fourier transform of Eq. (3.18) with respect to q (see Appendix A.3):

X̃(r,∆r,Ω) =
−ℓ4DB

8πck2
{[∆∆rδ(∆r)] + [∇∆rδ(∆r)] · ∇r} Γ̃D(r, 0,Ω). (3.19)

Because ∇∆rδ(∆r) = ∇rδ(r − r′) and ∆∆rδ(∆r) = ∆rδ(r − r′), Eq. (3.19) can be
rewritten in terms of the original variables r and r′ as

X(r, r′,Ω) =
−ℓ4DB

8πck2
∇r · [ΓD(r, r,Ω)∇r] δ(r − r′). (3.20)

3.3 Derivation of self-consistent equations

We now use the diagram X of Fig. 3.3 analyzed in the previous section to include
interference effects in the calculation of intensity Green’s function C(r, r′,Ω). To
this end, we insert the “interference loop” X in the sum of ladder diagrams for CD

and account for the possibility of having multiple consecutive interference loops.
This leads to an infinite series of diagrams shown in Fig. 3.4. This series can be
written analytically as

C(r, r′,Ω) = CD(r, r′,Ω) +
4πc

ℓ2

∫

CD(r, r1,Ω)X(r1, r2,Ω)CD(r2, r
′,Ω)dr1dr2

+

(
4πc

ℓ2

)2 ∫

CD(r, r1,Ω)X(r1, r2,Ω)CD(r2, r3,Ω)

× X(r3, r4,Ω)CD(r4, r
′,Ω)dr1dr2dr3dr4 + . . . (3.21)

We now apply the operator −iΩ−DB∆r to Eq. (3.21) and use Eq. (3.8) for CD and
Eq. (3.20) for X(r, r′). This yields (see the detailed calculation in Appendix A.3):

[−iΩ −DB∆r]C(r, r′,Ω) = δ(r− r′)− ℓ2DB

2k2
∇r · [ΓD(r, r,Ω)∇rC(r, r′,Ω)] , (3.22)
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or
[

−iΩ − ∇r ·
(

DB − ℓ2DB

2k2
ΓD(r, r,Ω)

)

∇r

]

C(r, r′,Ω) = δ(r − r′). (3.23)

In addition, we demonstrate in Appendix A.4 that

ΓD(r, r,Ω) = (4πc/ℓ2)CD(r, r,Ω). (3.24)

This allows us to define a renormalized, position-dependent diffusion coefficient

D(r,Ω) = DB − 2πc

k2
DBCD(r, r,Ω). (3.25)

and rewrite Eq. (3.23) as

[−iΩ − ∇r ·D(r,Ω)∇r]C(r, r′,Ω) = δ(r − r′). (3.26)

The last step consists in applying the self-consistency principle, first introduced
in the original paper by D. Vollhardt and P. Wölfle [39]. This can be done by using
D(r,Ω) instead ofDB when calculating the second term on the right-hand side of Eq.
(3.25). Diagrammatically, this procedure is equivalent to inserting “secondary loops”
in the loops shown by wavy lines in Fig. 3.4 and then inserting the same loops in these
secondary loops, etc., thus obtaining a sum of diagrams with an infinite sequence
of loops inserted one inside the other. Physically, this simply means that the same,
self-consistent diffusion coefficient D(r,Ω) should be used when we calculate the
intensity Green’s function C and the sum of maximally-crossed diagrams ΓC . More
specifically, we have to perform the following replacements:

1. We replace DB by D in H(r, r′) in Eq. (3.16), or equivalently in H(q), such
that DB is replaced by D in the second term on the right-hand side of Eq.
(3.25).

2. We replace DB by D in ΓD in Eq. (3.16), which amounts to replace CD by C
in the second term on the right-hand side of Eq. (3.25).

Equation (3.25) then becomes D(r,Ω) = DB − (2πc/k2)D(r,Ω)C(r, r,Ω) or

1

D(r,Ω)
=

1

DB
+

6π

k2ℓ
C(r, r,Ω). (3.27)

This completes the derivation of self-consistent equations of localization — Eqs.
(3.26) and (3.27) — in a medium of finite size.

The solution of the diffusion equation (3.26) in three dimensions diverges when
r′ → r: C(r, r′,Ω) ∝ 1/|r−r′|. This unphysical divergence poses potential problems
in Eq. (3.27) that contains C(r, r,Ω). One possibility to regularize this divergence
is to represent C(r, r′,Ω) as a Fourier transform of C(r,q,Ω), where q is a variable
conjugated to ∆r = r−r′, and then cut off the integration over q at some qmax ∼ 1/ℓ,
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in the same way as we have done in Chapter 2 for the self-consistent equations in
the infinite medium. The exact proportionality constant between qmax and 1/ℓ will
determine the exact position of the mobility edge kℓ ∼ 1. It is also possible to cut off
only the integration over q⊥ = (qx, qy), leaving the integration over qz unrestricted.
Such a two-dimensional cutoff is easier to implement for the particular geometry
of a disordered slab perpendicular to the z axis (this procedure will be applied in
Chapter 4). As could be expected, the main qualitative features of final results are
largely insensitive to the details of the large-q cutoff, although quantitative details
can vary slightly.

3.4 Energy conservation and boundary conditions

3.4.1 Energy conservation

It is important to note that although we have obtained Eq. (3.26) by summing only
the diagrams of certain type and neglecting many other diagrams, this equation
satisfies the conservation of energy exactly. Indeed, let us take its inverse Fourier
transform with respect to Ω:

∂C(r, r′, t)

∂t
−
∫

dΩ

2π
∇r ·D(r,Ω)∇rC(r, r′,Ω)e−iΩt = δ(r − r′)δ(t). (3.28)

The flux of energy is given by Fick’s law:

J(r, r′, t) = −
∫
dΩ

2π
D(r,Ω)∇rC(r, r′,Ω)e−iΩt. (3.29)

By integrating Eq. (3.28) over a control volume V contained inside the disordered
medium and enclosed by a surface S, we obtain

∫

V

∂C(r, r′, t)

∂t
dr = −

∫

V

∇r · J(r, r′, t)dr + δ(t)

∫

V

δ(r − r′)dr. (3.30)

We now apply the Gauss-Ostrogradsky theorem to the first term on the right-hand
side of Eq. (3.30) and assume that the source point r′ is contained inside V :

d

dt

∫

V

C(r, r′, t)dr = −
∮

S

J(r, r′, t) · dS + δ(t). (3.31)

Here dS is a vector normal to the surface element dS and directed outwards the
volume V .

Equation (3.31) is a conservation equation. It states that the variation of wave
energy in the volume V is given by a balance of energy emitted by the source (the
second term on the right-hand side) and energy leaving the volume through its
surface S (the first term on the right-hand side).
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3.4.2 Boundary conditions

The proper account for boundary conditions is very important in finite media. This
subject has been largely discussed in [13, 16, 53] and we invite the interested reader
to consult these articles for more details. Although inside a disordered medium the
energy flux J(r, r′, t) can have arbitrary magnitude and direction consistent with
the diffusion equation (3.26) and Fick’s law, additional factors come into play at the
surface of the medium. More specifically, for an open disordered medium of convex
shape surrounded by the free space, no energy flux enters the medium from outside,
provided that all sources are located inside the medium. This simple principle allows
a derivation of boundary conditions for the intensity Green’s function at the surface
of disordered medium. Following X. J. Zhu et al. [53], we consider a disordered
medium occupying the half-space z > 0 (“semi-infinite medium”). Let us first
define the specific intensity I(u, r, r′,Ω), as the intensity at point r, propagating
in the direction of a unit vector u and produced by a source located in r′. One
generally assumes that the specific intensity is weakly anisotropic, that is weakly
depends on u. Under this assumption we can make an expansion of I in spherical
harmonics and truncate it at the first order:

I(u, r, r′,Ω) ≃ C(r, r′,Ω) +
3

c
J(r, r′,Ω) · u

= C(r, r′,Ω) − 3

c
D(r,Ω)∇rC(r, r′,Ω) · u, (3.32)

where Fick’s law was used to obtain the second line. The total flux of wave energy
crossing some plane z = const at point r in the positive direction of axis z is

J+(r, r′,Ω) =
c

4π

∫ 2π

0

dφ

∫ π/2

0

dθ sin θ uzI(u, r, r
′,Ω), (3.33)

where uz = cos θ is the z component of u. We then substitute Eq. (3.32) into Eq.
(3.33) and perform integrations over θ and φ. This yields

J+(r, r′,Ω) =
C(r, r′,Ω)c

4
− D(r,Ω)

2

∂C(r, r′,Ω)

∂z
. (3.34)

By requiring J+(r, r′,Ω) = 0 at the surface z = 0 of the medium, we obtain the
following boundary condition:

C(r, r′,Ω)|z=0 −
2

c
D(r,Ω)|z=0

∂C(r, r′,Ω)

∂z

∣
∣
∣
∣
z=0

= 0. (3.35)

For a medium of more complex but still convex shape, the above derivation can be
repeated locally in the vicinity of each point of the medium surface S, assumed to
be locally flat. This yields

C(r, r′,Ω) − 2ℓ

3

D(r,Ω)

DB

[n(r) · ∇r]C(r, r′,Ω) = 0, (3.36)
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where n(r) is a unit inward normal to the surface S at the point r ∈ S. This
equation is the boundary condition for the intensity Green’s function at an open
boundary. It can possibly be generalized to include internal reflections of waves at
the boundary by replacing 2ℓ/3 by a larger “extrapolation length” z0.

3.5 Conclusion

In this chapter, we derived the self-consistent equations of Anderson localization
— Eqs. (3.26) and (3.27) — starting from the first principles. Mathematically,
this was achieved by dressing the ladder propagator with “interference loops” made
of maximally-crossed diagrams. Each loop was inserted into the ladder with the
help of a Hikami-box diagram. The self-consistent equations were then obtained by
applying the self-consistency principle.

The essential difference of our derivation compared to the derivation of self-
consistent equations in the infinite medium is the position dependence of the sum of
ladder diagrams ΓD(r, r′,Ω) with coinciding end points r = r′. This position depen-
dence leads to the appearance of an additional term, proportional to ∇rΓD(r, r,Ω),
in a series expansion of ΓD(r1, r2,Ω) around an arbitrary point r. As a consequence,
one has to keep an additional term in the expression of Hikami box employed to
connect ladder and maximally-crossed diagrams in our approach. It is this term
that finally allows us to derive self-consistent equations of localization in a medium
of finite size.

Although the condition kℓ ≫ 1 was explicitly used to derive Eqs. (3.26) and
(3.27), one can still hope that, similarly to self-consistent equations in the infinite
medium, they could yield reasonable results in the vicinity of mobility edge and
in the localized regime. According to recent works (concerning, for instance, the
coherent backscattering effect in the localized regime [46] or the transmission of
short pulses through waveguides [47] and three-dimensional slabs [33]), this indeed
seems to be the case. However, one should understand that even though the general
form of these equations might be largely universal in both diffusive and localized
regimes, the numerical prefactor 6π/k2ℓ in front of the second term in the self-
consistent equation forD(r,Ω), Eq. (3.27), should not be taken too seriously because
it originates from the calculation of complicated diagrams that was carried out in
the limit kℓ ≫ 1 only. When the result is extrapolated to kℓ . 1, this prefactor
could vary and, in general, its dependence on kℓ is likely to be more complex than
just 1/(kℓ)2. In addition, the self-consistent theory neglects interference processes
insensitive to the breakdown of time-reversal invariance by, e.g., a strong magnetic
field. The inclusion of such processes in the theoretical description would at least
change the prefactor in Eq. (3.27). In Refs. [47, 33], for example, a larger prefactor
was used in Eq. (3.27) to study the vicinity of the localization transition. This was
justified by a comparison of some of the final results with those of the supersymmetric
nonlinear σ-model [45]. Such a comparison indicates that the prefactor 6π/k2ℓ in
Eq. (3.27) has to be multiplied by 2 to obtain an exact correspondence between the
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two theoretical approaches. To be consistent with this previous work, we shall also
use a larger prefactor (12π/(k2ℓ) instead of 6π/(k2ℓ)) when using Eq. (3.27) in the
remainder of this thesis.

Finally, we signal that very recently, a derivation of Eqs. (3.26) and (3.27) in
the particular case of the semi-infinite medium was proposed by C. Tian [54], in the
framework of the supersymmetric nonlinear σ-model.
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The difficulty of producing highly disordered samples as well as the possible confu-
sion between localization of waves and other phenomena that slow down the trans-
port require the knowledge of unambiguous experimental signatures of Anderson
localization. Such signatures can be found in the thickness dependence of the aver-
age transmission coefficient of a random sample (see Sec. 2.3.1 and Chapter 5), in
the shape of the coherent backscattering cone [28, 29], in the statistical distribution
of transmitted intensity [31], or in the time-of-flight profiles of transmitted waves
[57, 47, 32, 48] (see Chapter 2 for the discussion of experiment [32]). In the recent
experiment of H. Hu et al. [34] that we detailed in Sec. 2.3.2.2, it was suggested

45
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that Anderson localization could be demonstrated by looking at the transverse dis-
tribution of transmission of ultrasonic pulses through a three-dimensional disordered
medium. Localization then showed up through the transverse confinement of the
transmission profile1. In this chapter we present a systematic theoretical study of
this effect. This provides a guide for future experiments to exploit this interesting
new phenomenon to access localization of various types of waves (light, sound, etc.).

The ideal theoretical background for studying transverse confinement of waves
is the self-consistent theory of localization adapted to finite media, presented in
Chapter 3. We recall below the self-consistent equations of localization in a finite
medium:







[−iΩ − ∇r ·D(r,Ω)∇r]C(r, r′,Ω) = δ(r− r′) (a)

1

D(r,Ω)
=

1

DB

+
12π

k2ℓ
C(r, r,Ω). (b)

(4.1)

In this chapter, we use Eqs. (4.1) to study the transverse confinement of both
a continuous monochromatic beam and a short pulse focused to a point at the
surface of a disordered slab. We investigate three regimes of propagation: Anderson
localization, extended (diffusive) regime and mobility edge. We also discuss the role
of absorption.

4.1 Spatially-resolved transmission coefficient of

a slab

In this chapter, we focus on the transmission of a wave through a disordered slab
confined between the planes z = 0 and z = L. This geometry is quite popular
in experiments and can be readily taken into account in the self-consistent theory
of localization. For this purpose, we decompose the couple of vectors r, r′ of Eq.
(4.1a) into a transverse part ρ, which is the projection of the vector r − r′ onto
the xy plane, and a longitudinal part (z, z′). Note that this decomposition relies
on the translational invariance of ensemble-averaged quantities in the xy plane. In
the remainder of the chapter, we assume that the incoming wave is focused at some
point of the surface z = 0 of the slab. A point-like source is assumed to be located
at a point r′ = (0, z′ = ℓ), about a mean free path from the surface z = 0 (this
point lies in the plane in which the incident wave is converted into a diffusive one).
This is summarized in Fig. 4.1. We can now express the intensity Green’s function
of Eq. (4.1a) as

C(r, r′,Ω) = C(ρ, z, z′,Ω). (4.2)

1The phenomenon of transverse confinement described here should not be confused with trans-
verse localization that takes place in an medium that is translationally invariant along the direction
z of beam propagation and disordered in the perpendicular xy plane. Transverse localization was
predicted theoretically by H. de Raedt et al. [55] and observed experimentally by T. Schwarz et

al. [56].
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Figure 4.1: A disordered slab of thickness L (in the longitudinal direction z) and
infinite in the xy plane is irradiated by an incoming wave focused at some point of
the surface z = 0. In the first approximation, we can assume that the source of
waves is point-like and located at a point r′ = (0, z′ = ℓ), about one mean free path
from the focalization point. Intensity is measured in a point r. We define ρ as the
projection of the vector r− r′ onto the xy plane. z is the longitudinal coordinate of
vector r and z′ that of r′.

We denote by q⊥ the momentum associated with ρ in Fourier space. Then, due
to the translational invariance of the return probability C(r, r,Ω) in the xy plane,
D(r,Ω) = D(z,Ω) and Eqs. (4.1) become







[

−iΩ − d

dz
D(z,Ω)

d

dz
+D(z,Ω)q2

⊥

]

C(q⊥, z, z
′,Ω) = δ(z − z′) (a)

1

D(z,Ω)
=

1

DB
+

12π

k2ℓ

∫
d2q⊥

(2π)2
C(q⊥, z, z,Ω). (b)

(4.3)

As explained in Sec. 3.3, we regularize the ultraviolet divergence of the integral of
Eq. (4.3b) by introducing a two-dimensional momentum cutoff qmax. The latter is
chosen so that the mobility edge occurs at kℓ = 1 in the infinite medium. This
leads to qmax = 1/(3ℓ) [33]. Eqs. (4.3) have to be solved with the proper boundary
conditions for C (see Sec. 3.4.2), which read for the slab C∓z0[D(z,Ω)/DB]∂zC = 0
at z = 0 and z = L, where z0 = 2ℓ/3 is the extrapolation length (for the sake of
simplicity, we neglect internal reflections).

In this chapter, a physical quantity of interest is the spatially-resolved transmis-
sion coefficient at frequency Ω, defined as

T (ρ,Ω) = −D(z = L,Ω)
∂C(ρ, z, z′,Ω)

∂z

∣
∣
∣
∣
z=L

. (4.4)
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Figure 4.2: A continuous beam is focused on the surface of a three-dimensional
disordered slab of thickness L. The bell-shaped average position-dependent trans-
mission coefficient T (ρ) has a width σ that depends on the strength of disorder in
the medium.

In the remainder of the chapter, we solve Eqs. (4.3) in two different cases. First, we
set Ω = 0, which corresponds to a continuous focused beam. Second, we consider
the general situation Ω 6= 0, which is necessary to describe transmission of short
pulses.

4.2 Transverse confinement of continuous waves

4.2.1 Width of the transmission profile

In this section, we consider the case of a disordered slab irradiated by a continuous
wave. We thus set Ω = 0 in Eqs. (4.3) and consider the bell-shaped profile of
transmission T (ρ) = T (ρ, 0) at the face z = L of the slab (Fig. 4.2). A way to char-
acterize the transmission profile T (ρ) in the different regimes of wave propagation
— weak disorder (diffusion, kℓ ≫ 1), strong disorder (localization, kℓ < 1) and the
critical regime (mobility edge, kℓ = 1) — is to look at the thickness dependence of
its mean-square width σ2. The latter is defined as

σ2 =

∫

d2
ρ ρ2T (ρ)

∫

d2
ρ T (ρ)

, (4.5)
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which for the slab can be rewritten as

σ2 =

− 1

q⊥

∂

∂q⊥

[

q⊥
∂T (q⊥)

∂q⊥

]∣
∣
∣
∣
q⊥=0

T (q⊥)|q⊥=0

, (4.6)

where we have introduced the Fourier transform T (q⊥) = −D(z = L,Ω = 0) ×
∂C(q⊥, z, z

′ = ℓ,Ω = 0)/∂z|z=L of T (ρ) and q⊥ = |q⊥|.
In the following, we assume the large thickness limit L ≫ ℓ. As a consequence,

L ≫ z0 and boundary conditions take the approximate form C = 0 at z = 0 and
z = L (Dirichlet boundary conditions).

4.2.2 Results

4.2.2.1 Diffusive regime

In the limit of weak disorder (kℓ≫ 1), the position dependence ofD can be neglected
and one can set D(z, 0) = DB[1 − (kℓ)−2], where DB is the Boltzmann diffusion
coefficient (this is Eq. (2.21)). In this case, Eqs. (4.3) can be readily solved and we
find the following expression for the transmission coefficient:

T (q⊥) =
sinh(q⊥ℓ)

sinh(q⊥L)
. (4.7)

From Eq. (4.6), we calculate the mean-square width σ2 in the limit L≫ ℓ:

σ2
dif ≃

2L2

3
. (4.8)

The linear increase of σ with the slab thickness is typical for diffusion.

4.2.2.2 Localized regime

In the regime of Anderson localization (kℓ < 1), equations (4.3) should be solved
in a self-consistent way. Because the exact analytical solution does not exist, we
make the following ansatz: D(z, 0) ≃ D(0, 0) exp(−2z̃/ξ) with z̃ = min(z, L − z)
and ξ = 3ℓ/[2(1− kℓ)] the localization length in the limit |kℓ− 1| ≪ 1. This ansatz
is inspired by the observation that this D(z, 0) represents an asymptotically exact
solution in a semi-infinite medium for z ≫ ξ [46]. Then, the analytical solution of
Eqs. (4.3) reads

T (q⊥) =
exp(ℓ/ξ)ξχ(q⊥) sinh[ℓχ(q⊥)]

−1 + cosh[ℓχ(q⊥)] + ξχ(q⊥) sinh[Lχ(q⊥)]
, (4.9)

where χ(q⊥) =
√

1/ξ2 + q2
⊥. A simple expression for σ2 can then be obtained in the

limit ℓ≪ ξ ≪ L, i.e. far inside the localized regime:

σ2
loc ≃ 2Lξ. (4.10)
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In the localized regime, σ increases as a square root of L, in contrast to the diffu-
sive regime. Note that one might have naively expected σ2

loc ∝ ξ2 in the localized
regime. The subtle point is that the transmission T is evaluated as a function of the
transverse position ρ on the output surface of the slab and not as a function of the
radial distance from the source. The fact that L appears in Eq. (4.10) is therefore
simply a geometrical effect. Eq. (4.10) relates σ to the localization length ξ, which
offers an elegant way of measuring the latter experimentally.

4.2.2.3 Mobility edge

At the mobility edge (kℓ = 1), an approximate expression for D is D(z, 0) ≃
D(0, 0)/(1 + z̃/zc). Just like in the case of strong disorder, this approximation
for D is inspired by the solution for the semi-infinite medium and deviates from the
numerical solution in the central part of the slab only. D(0, 0) and zc depend on the
exact value of z0 in the boundary conditions. For the simplified boundary conditions
discussed above (Dirichlet), one has D(0, 0) = DB and zc ≃ 3ℓ [46]. We then obtain

T (q⊥) =
ℓ + zc

q⊥zc(2zc + L)

η1(q⊥)

η2(q⊥)η3(q⊥)
, (4.11)

where

η1(q⊥) = I1(q⊥zc)K1[q⊥(ℓ+ zc)] −K1(q⊥zc)I1[q⊥(ℓ+ zc)],

η2(q⊥) = I1(q⊥zc)K0[q⊥(zc + L/2)] +K1(q⊥zc)I0[q⊥(zc + L/2)] and

η3(q⊥) = I1(q⊥zc)K1[q⊥(zc + L/2)] −K1(q⊥zc)I1[q⊥(zc + L/2)].

Here Ij andKj (j = 1, 2) denote the modified Bessel functions of the first and second
kind, respectively. In the large thickness limit L≫ ℓ, zc, the corresponding value of
σ2 is

σ2
ME =

3L2

8
. (4.12)

At the mobility edge, the mean-square size has therefore the same thickness de-
pendence as in the diffusive regime, which was not expected a priori. The smaller
prefactor 3/8 is important because it indicates that the transverse confinement is
stronger than for kℓ≫ 1.

4.2.2.4 Comparison to numerical solution and discussion

We summarize the analytical results (4.8), (4.10) and (4.12) in Table 4.1. Because
these results are derived using approximate ansatz for D(z, 0), a comparison with
exact numerical solutions is required to justify their validity. To this end, we solved
the self-consistent equations of localization (4.3) numerically, without any a priori

model for the diffusion coefficient. The resulting mean-square widths σ2 are shown
as functions of slab thickness L in Fig. 4.3 (symbols) in the three regimes of wave
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kℓ D(z, 0) σ2

kℓ≫ 1
(diffusion)

DB

[

1 − 1
(kℓ)2

] 2

3
L2 −O(ℓ2)

kℓ = 1
(mobility edge)

DB

1 + z̃/zc

3

8
L2 + O(Lzc)

kℓ < 1
(localization)

DBe
−2z̃/ξ 2Lξ + O(ξ2)

Table 4.1: Summary of analytical results for the position-dependent diffusion co-
efficient D(z, 0) and its associated mean-square width σ2 of the position-resolved
transmission coefficient T (ρ) describing transmission of a tightly focused monochro-
matic beam through a disordered slab of thickness L ≫ ℓ. ℓ is the mean free path,
k is the wave number, zc ≃ 3ℓ, ξ is the localization length, and z̃ = min(z, L − z).
We assume zc ≪ L for kℓ = 1 and ℓ≪ ξ ≪ L for kℓ < 1.

Figure 4.3: Comparison of approximate analytical (lines) and exact numerical (sym-
bols) results for the mean-square width σ2 of the spatially resolved stationary trans-
mission coefficient T (ρ) of a slab.



52 Chapter 4. Application of the self-consistent theory: transverse confinement

propagation. The agreement between analytical (solid lines) and numerical results
is satisfactory, confirming the validity of our analytical analysis.

An important comment is in order. It is remarkable that in the diffusive regime
(kℓ ≫ 1), σ2 = 2L2/3 does not depend on D and even a very small, but finite
and spatially uniform diffusion coefficient would lead to the same result for σ2 as
a large D. This emphasizes the importance of the position dependence of D(z, 0)
in the localized regime kl < 1 and at the mobility edge kl = 1. Note that this
is the first time that the position dependence of D is absolutely vital to obtain a
result that is different from the universal diffusive outcome. Scale-dependent but
spatially uniform diffusion coefficients D ∝ 1/L and D ∝ exp(−L/ξ) put forward
by the scaling theory explain the scaling of the total transmission coefficient at the
mobility edge and in the localized regime (see Chapter 5). However, being uniform
in space, these expressions for D result in exactly the same mean-square width of the
transmitted beam as D = DB: σ2 = 2L2/3. It is therefore the position dependence
of D that accounts for the different expressions for σ2 that we find in the three
regimes of wave propagation.

4.2.3 Reflection

For the sake of completeness, we briefly discuss the spatially-resolved reflection

coefficient

R(ρ) = D(z = 0)
∂C(ρ, z, z′ = ℓ,Ω = 0)

∂z

∣
∣
∣
∣
z=0

. (4.13)

The mean-square width of the reflection profile can be calculated similarly to that of
the transmission, i.e. from Eq. (4.6) with R(q⊥) replacing T (q⊥). In the diffusive
regime kℓ≫ 1, we obtain

R(q⊥) =
sinh[q⊥(L− ℓ)]

sinh(q⊥L)
, (4.14)

whereas in the localized regime

R(q⊥) = exp(ℓ/ξ)
sinh[(L− ℓ)χ(q⊥)] − cosh[ℓχ(q⊥)] + ξχ(q⊥) cosh[(L− ℓ)χ(q⊥)]

−1 + cosh[ℓχ(q⊥)] + ξχ(q⊥) sinh[Lχ(q⊥)]
,

(4.15)
where χ(q⊥) =

√

1/ξ2 + q2
⊥. We do not give here R(q⊥) at the mobility edge because

it is very cumbersome and does not bring any supplementary information. Results
for the mean-square width σ of the reflection profile in the limit of thick slabs are
summarized in Table 4.2. It is worthwhile to note that in the limit of L → ∞
(semi-infinite medium), σ remains finite only in the localized regime.

4.2.4 Role of absorption

Absorption was a serious obstacle for unambiguous interpretation of a number of
experiments on Anderson localization (see the discussion in Sec. 2.3.1). It is there-
fore important to study its role in the context of transverse confinement of waves
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kℓ σ2

kℓ≫ 1
(diffusion)

4Lℓ

3
−O(ℓ2)

kℓ = 1
(mobility edge)

2ℓ(ℓ+ 2zc) ln(L/ℓ) + O(z2
c )

kℓ < 1
(localization)

2ξℓ+ O(Lℓ e−L/ξ)

Table 4.2: Summary of analytical results for the mean-square width σ2 of the
position-resolved reflection coefficient R(ρ) describing reflection of a tightly focused
monochromatic beam from a disordered slab of thickness L≫ ℓ. We assume zc ≪ L
for kℓ = 1 and ℓ≪ ξ ≪ L for kℓ < 1.

in three dimensions. In the diffusive regime, it can be readily estimated by simply
replacing q⊥ by

√

q2
⊥ + 1/L2

a in Eqs. (4.7) and (4.14). La is the macroscopic ab-
sorption length, defined in the introduction of the thesis. Taking absorption into
account leads to the following expressions for the position-resolved transmission and
reflection coefficients in the diffusive regime (kℓ≫ 1):

σ2 = 2La

[

L coth

(
L

La

)

− ℓ coth

(
ℓ

La

)]

(4.16)

for transmission and

σ2 = 2La

[

L coth

(
L

La

)

− (L− ℓ) coth

(
L− ℓ

La

)]

(4.17)

for reflection. These equations can be simplified in the limits of weak (La ≫ L) and
strong (La ≪ L) absorption. The mean-square width is shown in Table 4.3 at the
leading order in L/La (for La ≫ L) or La/L (for La ≪ L). If La much exceeds
the sample thickness L, σ2 only acquires small corrections (Table 4.3). However, in
the opposite case of La ≪ L we obtain σ2 ≃ 2LLa in transmission and σ2 ≃ 2ℓLa

in reflection, i.e. absorption plays exactly the same role as localization and the
resulting equations for σ2 coincide with those obtained in the localized regime, with
ξ replaced by La. This indicates that a study of stationary transverse confinement
does not allow to distinguish localization from absorption.

4.3 Transverse confinement with short pulses

A way to overcome complications due to absorption was suggested by recent works
[57, 32, 48, 47]. The idea is to study the dynamics of wave propagation rather than
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σ2 Transmission Reflection

La ≫ L
2L2

3
− 2L2

45

(
L

La

)2
4Lℓ

3
− 8Lℓ

45

(
L

La

)2

La ≪ L 2LLa 2ℓLa

Table 4.3: σ2 for transmission and reflection coefficients in the diffusive regime,
taking into account absorption, in the limits of La ≫ L and La ≪ L, respectively,
at the leading order in L/La or La/L.

the stationary transport. We adopt this idea here too and replace the continuous
incident beam in the experiment depicted in Fig. 4.2 by a short pulse. As a conse-
quence, the width σ2 of the transmission profile now acquires a time dependence.
In this section, the slab thickness L is fixed and we study σ as a function of time.

4.3.1 Width of dynamic transmission profile

To describe time-dependent transmission of a short pulse through a disordered slab,
we need a solution of Eqs. (4.3) for Ω 6= 0. σ(t) is then defined as

σ2(t) =

∫

d2
ρ ρ2T (ρ, t)

∫

d2
ρT (ρ, t)

. (4.18)

By introducing T (q⊥,Ω) as the Fourier transform of T (ρ, t) with respect to time
and position, Eq. (4.18) can be rewritten as

σ2(t) = −

∫ ∞

−∞

dΩe−iΩt 1

q⊥

∂

∂q⊥

[

q⊥
∂T (q⊥,Ω)

∂q⊥

]∣
∣
∣
∣
q⊥=0

∫ ∞

−∞

dΩe−iΩt T (q⊥,Ω)|q⊥=0

. (4.19)

As compared to the stationary case Ω = 0, the analysis is now considerably more
involved because no simple analytic approximation exists for D(z,Ω) at arbitrary
Ω 6= 0.

4.3.2 Results and discussion

One way to compute σ2 is to solve the self-consistent equations of localization (4.3)
numerically. The results are presented in the main plot of Fig. 4.4 under the form of
time dependencies of σ2(t), in the three regimes of propagation and for a fixed slab
thickness L. kℓ ≫ 1 corresponds to diffusion (continuous black curve) and kℓ = 1
to the mobility edge (red curve). In the localized regime we choose L/ξ rather than
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Figure 4.4: Numerically calculated mean-square width σ2(t) of the time-dependent
transmission coefficient T (ρ, t) of a disordered slab in the diffusive regime (kℓ = 3),
at the mobility edge (kℓ = 1), and in the localized regime (L/ξ = 1, 2, 4). The
dashed lines show σ2(t) = 4DB[1 − (kℓ)−2]t for kℓ = 3 and σ2

∞ = 2Lξ(1 − ξ/L)
for L/ξ = 4. The thickness of the slab is L = 100ℓ. Time is given in units of
tD = L2/(π2DB). The inset shows the same results in the log-log scale, the dashed
line is σ2(t) ∝ t1/2.

kℓ as a parameter measuring the strength of disorder (continuous green, blue and
pink curves)2. The time dependence of σ2(t) is analyzed below.

4.3.2.1 Long-time behavior

First, in the diffusive regime kℓ > 1 one readily obtains σ2(t) ≃ 4Dt, where D ≃
DB[1 − (kℓ)−2] (this is the only regime where an analytical result can be found for
σ). For kℓ = 3 this result is shown in Fig. 4.4 by a dashed line which is indeed very
close to the result of the numerical calculation (solid black line). The difference
between diffusive and localized regimes at long times is manifest in Fig. 4.4. The
rise of σ2(t) with time is unbounded for kℓ > 1, whereas σ2(t) saturates at a finite
value σ2

∞ for kℓ < 1 (solid green, blue and pink curves). The latter result can be
understood from the following approximate calculation which, however, turns out
to be quite adequate. Instead of using the self-consistent equation for D(r,Ω), let
us simply set D(z,Ω) = −iΩξ2, which is the solution of self-consistent model in the
infinite medium in the limit Ω → 0 (see Eq. (2.23)). A straightforward calculation
then yields σ2

∞ = 2Lξ(1 − ξ/L) up to the first order in ξ/L ≪ 1. This equation,
shown by a dashed horizontal line in Fig. 4.4, falls fairly close to the numerical result

2There is no preference here between the parameters L/ξ and kℓ because L is fixed and ξ is
directly related to kℓ through the relation ξ ≃ 3ℓ/[2(1− kℓ)].



56 Chapter 4. Application of the self-consistent theory: transverse confinement

at L/ξ = 4, allowing us to conjecture that it might be a good estimate of σ2
∞ in the

limit of L≫ ξ.
Our calculation suggests that the saturation of σ2(t) at a constant level takes

place not only in the localized regime, but also at the mobility edge (solid red curve).
We find the asymptotic value of σ(t) to be σ∞ ≈ L (see Fig. 4.4).

4.3.2.2 Short-time behavior

To study the time dependence of σ2(t) at the mobility edge and in the localized
regime at moderate times, we replot the curves of the main plot, except the one
corresponding to kℓ = 3, in the inset of Fig. 4.4 in a log-log scale. We clearly
see that the initial growth of σ2(t) with t is power-law: σ2(t) ∝ tα with α ≃ 0.5.
It is remarkable that this power-law growth is observed not only in the localized
regime but at the mobility edge kℓ = 1 as well. To understand the power exponent
α ≃ 0.5, let us consider a point source of waves located inside a random medium of
size L ≫ ℓ, very far from its boundaries. Neglecting the position dependence of D,
we obtain the return probability by Fourier transforming Eq. (2.17a):

C(r, r,Ω) =
1

2π2

∫ qmax

qmin

dq q2

−iΩ +D(Ω)q2
, (4.20)

where qmin ∼ 1/L accounts for the finite size of the medium and qmax ∼ 1/ℓ ensures
convergence of the integral. Inserting this expression into Eq. (2.17) and solving for
D(Ω) at kℓ = 1, we find D(Ω) ∝ (−iΩ)1/3 for Ω ≫ DB/L

2 and D(Ω) ∝ (−iΩ)1/2 for
Ω ≪ DB/L

2. The typical mean-square radius 〈r2〉 of the profile of intensity due to
a point source in three dimensions is then 〈r2〉 ∝ t2/3 for t≪ L2/DB and 〈r2〉 ∝ t1/2

for t ≫ L2/DB. If we now assume that 〈r2〉 and σ2(t) = 〈ρ2〉 in transmission
through a slab behave in a similar way, we obtain a qualitative explanation for the
power-law scaling σ2(t) ∝ t1/2 that we observe in Fig. 4.4 at t > tD. However, this
simple argument does not explain saturation of σ2(t) at a constant level at larger
times.

Another interesting and unexpected feature of σ2(t) that we find sufficiently deep
in the localized regime is its nonmonotonity with time: the curve corresponding
to L/ξ = 4 in Fig. 4.4 has a weakly pronounced but clearly visible maximum at
t/tD ≃ 30. Even though this nonmonotonity is predicted by the self-consistent
theory (we checked that the maximum is present at least for L/ℓ = 50–200 and
L/ξ = 3–6), it remains to be seen whether it is an artifact of the model or a real
physical phenomenon.

4.3.2.3 Absorption

It is worthwhile to stress that the time-dependent σ2(t) is not sensitive to absorption.
Indeed, absorption would show up through the same exponential factor exp(−t/ta),
with ta the absorption time, in the numerator and the denominator of Eq. (4.18).
This factor would then cancel out. Therefore, all curves of Fig. 4.4 remain exactly
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the same in an absorbing medium. This provides a solution to the long-standing
issue of distinguishing localization from absorption [28, 30, 29, 31], as was recently
demonstrated in the experiment discussed in Sec. 2.3.2.2.

4.4 Conclusion

In conclusion, we showed that the transverse confinement of waves in three-dimensio-
nal disordered media can be very useful for demonstrating Anderson localization and
for measuring the localization length in an experiment. The dependence of the mean-
square width σ2 of a tightly focused beam transmitted through a slab of random
medium on the slab thickness L and on time (in a pulsed experiment) is qualitatively
different in the diffusive and in the localized regimes of wave propagation. This
qualitative difference is due to the position dependence of the diffusion coefficient
induced by interferences.

We first considered a continuous monochromatic beam focused to a point at
the surface of a disordered slab and showed that the mean-square width σ2 of the
spatially-resolved transmission coefficient T (ρ) scales as Lξ in the localized regime,
when ξ ≪ L, in contrast to the relation σ2 ∝ L2 in the diffusive regime and at the
mobility edge. This result suggests that a measurement of σ2 gives direct access to
the localization length ξ. However, absorption appears to produce the same effect on
σ2 as localization, i.e. in the diffusive regime we find σ2 ∝ LLa, if the macroscopic
absorption length La is much smaller than L.

In the second part of the chapter, we replaced the continuous beam by a short
pulse. In the localized regime, the mean-square width σ2(t) of the time-dependent,
spatially resolved transmission coefficient T (ρ, t) first grows roughly as t1/2 and
then converges to a constant value σ2

∞ ∝ Lξ, in sharp contrast to the relation
σ2(t) ∝ Dt valid in the diffusive regime. Again, the localization length ξ can be
extracted directly from σ2(t), but contrary to the stationary case, σ2(t) does not
depend on absorption. This allows one to avoid the risk of confusing localization
and absorption. Finally, exactly at the mobility edge, σ2(t) initially grows as t1/2 as
in the localized regime, until it saturates at σ2

∞ ≈ L2 in the long-time limit.
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Self-consistent versus scaling theory
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One of the first theories of Anderson localization is the phenomenological scaling
theory discussed in Sec. 2.4.1. Its success mainly relies on the fact that it allows
deriving many quantitative properties of Anderson localization from very simple
arguments. Besides, the scaling theory provides a very elegant description of An-
derson transition through a universal scaling function β(g) depending only on the
dimensionless conductance g and not on the microscopic properties of the disordered
system1.

1For brevity, in this chapter we call g “conductance” instead of “dimensionless conductance”,
thereby assuming e2/h = 1.
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In the previous chapters we provided a formulation of the microscopic self-
consistent theory of localization adapted to finite open media. This theory features
a position-dependent diffusion coefficient. Interestingly, it is possible to derive the
results of the scaling theory from the self-consistent theory. This was done in 1982
by D. Vollhardt and P. Wölfle [58]. In this work, however, the size of the system
was introduced “by hand” as a lower cutoff ∼ 1/L in the integral over momentum
in Eq. (2.17b). One can then wonder whether the scaling theory also follows from
the generalized form of self-consistent theory with a position dependent diffusion
coefficient. Answering this question is the subject of the present chapter. For this
purpose, we first remind the main features of the scaling theory as originally intro-
duced by E. Abrahams, P. W. Anderson, D. C. Licciardello and T. V. Ramakrishnan
in 1979 [38]. We then apply the generalized microscopic self-consistent theory of lo-
calization to characterize stationary transport of waves in a disordered medium with
three-dimensional disorder, compare our results to those of the scaling theory, and
finally show how the universal scaling function β(g) emerges from the microscopic
approach.

5.1 The scaling theory of localization

5.1.1 Scaling function

The scaling theory of localization is inspired by the theory of phase transitions and
by renormalization group techniques. The idea is to look at a small volume of size
L of a larger disordered system. One then makes the assumption that the transport
properties of this small volume only depend on its conductance g (Sec. 2.7). Notice
that this hypothesis is strong since a priori there exist at least two parameters
relevant for transport: the energy E and the size L of the medium. From this
assumption, the description of the system at larger length scales can be obtained by
introducing a dimensionless scaling parameter b and writing:

g(L+ bL) = fb[g(L)], (5.1)

where fb is some function depending on b. We then have:

g(L+ bL) − g(L)

bL
=
fb[g(L)] − g(L)

bL
. (5.2)

We now take the continuous limit b → 0, which leads to the Gell-Mann and Low
equation

d ln g

d lnL
= β(g), (5.3)

where we have introduced β(g) = lim
b→0

[fb(g) − g]/(bg). The scaling theory is a one-

parameter theory. The function β(g) and the transport properties of the medium
only depend on the conductance and not on the microscopic details of disorder.
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5.1.2 Regimes of disorder and dimensionality

Far in the extended regime, i.e. for g ≫ gc ∼ 1 according to Thouless criterion
(see Sec. 2.7), the conductance is given by Eq. (2.6). On the opposite side of the
transition, far in the localized regime, g ≪ gc and the transport is inhibited. The
conductance is expected to decrease exponentially with the sample size:

g ∼ exp(−L/ξ), (5.4)

where ξ is the localization length. From these results and Eq. (5.3) one obtains the
limits of the function β(g) in any dimension d:

β(g) =







d − 2, g ≫ gc

log g + const, g ≪ gc.

(5.5)

Assuming a continuous and monotonic behavior for β(g) then allows to sketch it for
any g in dimensions d = 1, 2, 3 (see Fig. 5.1). The curves of β(g) suggest that all

Figure 5.1: Sketch of the scaling function β(g) as a function of ln g, where g is
the conductance, in dimensions d = 1, 2 and 3. At large values of conductance,
the scaling function approaches β(g) = d − 2, whereas for very small values of
conductance, β(g) → ln g + const. The arrows denote the direction towards the
regime of transport (extended or localized) when the system size increases.

states are localized for d 6 2 (because β(g) < 0, and thus increasing the system size
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always leads to an exponentially small conductance), while a critical point gc exists
for d = 3, separating extended (g > gc) from localized (g < gc) states, as already
discussed in Sec. 2.1.2.1. gc is an unstable fixed point since above it the conductance
increases with the system size whereas below g decreases with the system size (this
is indicated by arrows in Fig. 5.1). This point is also characterized by a scaling
invariance due to the fact that gc is independent of the system size: β(gc) = 0.

Note that varying L is not the only way to move along curves β(g). One can also
change the energy E. For electrons, this energy corresponds to the Fermi energy
and for classical waves to the frequency. Whereas the critical point is, in principle,
reached by making L tend to the microscopic scale (which is not very interesting
since Anderson localization effects do not make sense at the scale of the mean free
path), it also corresponds to the critical energy Ec for which the Ioffe-Regel criterion
is satisfied.

5.1.3 Critical exponent

In this section, we focus on the case d = 3. As we have seen above, in three dimen-
sions there is a phase transition separating the localized regime from the extended
one. In the vicinity of this transition, one can use a linear approximation

β(g) =
1

ν
ln
g

gc

. (5.6)

This approximation is depicted in Fig. 5.1 by the dotted tangent of slope 1/ν at
the point g = gc. Inserting Eq. (5.6) into Eq. (5.3) we obtain a differential equation
that can be readily integrated, yielding

ln
g(L)

gc(L)
− ln

gc(ℓ)

gc(L)
=

1

ν
(lnL− ln ℓ), (5.7)

where we have explicitly indicated the size dependence of the conductance. From
Eq. (5.7), the conductance in the vicinity of the critical point reads

g(L) = gc(L) exp

(
L

Lc

)1/ν

, (5.8)

where Lc = ℓδ−ν
g with δg = ln[gc(ℓ)/gc(L)]. As discussed above, at the criti-

cal point there exists a scaling invariance, such that gc(L) does not depend on
L. Therefore, gc(L) = gc(ℓ) and gc(ℓ) and gc(L) are both given by the ballis-
tic value of the conductance, at energies E and Ec, respectively: gc(ℓ) ∝ E and
gc(L) ∝ Ec. Since we consider conductance around the critical point, gc(ℓ) ≃ gc(L)
and δg ≃ [gc(ℓ) − gc(L)]/gc(L) ∝ (E − Ec). We can therefore obtain an expression
for the localization length ξ just below the critical point (i.e. for E < Ec) by identi-
fying Eq. (5.8) in the limit Lc ≫ L with the result (5.4) obtained far in the localized
regime. This procedure leads to

ξ ∝ |E − Ec|−ν . (5.9)
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The same procedure can be applied just above the critical point (i.e. for E > Ec)
to calculate the diffusion coefficient D. The latter is obtained from the conductance
through D ∝ g/L. By identifying D ∝ g/L with the critical value gc/Lc, we obtain:

D ∝ (E − Ec)
ν . (5.10)

The divergence of the localization length at the transition allows us to identify ν
as the (only) critical exponent of the scaling theory of localization. The role of the
critical exponent is illustrated in Fig. 5.2. Calculation of ν has occupied a certain

Figure 5.2: Behavior of the localization length ξ and of the diffusion coefficient D,
as a function of energy E, around the mobility edge E = Ec.

number of theoreticians for the last twenty years. Whereas the ǫ-expansion [59] or
the self-consistent theory [39] predict, on their side, ν = 1 (see Sec. 2.4.2.3), the
solution of the Anderson tight-binding model leads to ν ≃ 1.5 [60].

5.2 Stationary transport properties of a slab

5.2.1 Total transmission

Let us now confront the main results of the scaling theory to those provided by
the self-consistent theory with position-dependent diffusion coefficient developed in
Chapter 3. For this purpose, we first consider — as in Sec. 4.2 — the transmission
of a continuous plane wave through of a slab confined between the planes z = 0 and
z = L. We wish to calculate the transmission coefficient T of the slab, given by

T = −D(z = L,Ω = 0)
∂C(q⊥ = 0, z, z′ = ℓ,Ω = 0)

∂z

∣
∣
∣
∣
z=L

, (5.11)

where notations are the same as in Sec. 4.1. From the study carried out in Chapter 4,
the transmission coefficient T in the three regimes of propagation (diffusive, localized
regimes and mobility edge) can be readily obtained by taking the limit q⊥ → 0 in
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kℓ > 1 kℓ = 1 kℓ < 1

T ∝ ℓ/L T ∝ (ℓ/L)2 T ∝ exp(−L/ξ)

Table 5.1: Summary of analytical results for the transmission coefficient T of a
disordered slab of thickness L≫ ℓ. We assume ℓ≪ ξ ≪ L for kℓ < 1.

Eqs. (4.7), (4.9) and (4.11). The results are summarized in Table 5.1. As in Chapter
4, the results we derive for the transmission coefficient rely on the approximate
expressions for the position-dependent diffusion coefficient (see Table 4.1). It is
therefore important to compare them to those obtained from an exact numerical
solution of the self-consistent equations (4.3). This comparison is shown in Fig.
5.3. The agreement between analytical and numerical results is good (at least for

Figure 5.3: Thickness dependence of the transmission coefficient of a disordered
slab, in the extended regime (kℓ = 4 > 1), in the localized regime (kℓ = 0.9 < 1)
and at the mobility edge (kℓ = 1). In each case the analytical expression of T
from Table 5.1 (solid line) is compared to the exact solution of the self-consistent
equations (4.3) (symbols).

sufficiently large values of L).

The law T ∝ (ℓ/L)2 at the mobility edge was recently questioned by S. K.
Cheung and Z. Q. Zhang [61], who, instead, put forward a scaling law of the type
T ∝ ln(L)/L2, obtained by introducing several assumptions in the self-consistent
theory, in order to get rid of the position dependence of the diffusion coefficient.
Although Fig. 5.3 does not allow to distinguish between the two laws, we checked,
by extending the numerical results presented in this section to values of L up to
∼ 9000ℓ, that the law T ∝ ln(L)/L2 was not compatible with the numerical solution
of the self-consistent equations [62].
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5.2.2 Comparison with the scaling theory

In order to compare the results shown in Table 5.1 to those of the scaling theory one
has to consider conductance. This is a bit problematic in our case because our slab is
infinite in the xy plane. As a matter of fact, we are not exactly in the framework of
the scaling theory because our slab is not a finite-size sample. However, in the first
approximation, a conductance-like quantity can be obtained by simply multiplying
the transmission coefficient T by L2 (this amounts to replace the slab by a cube of
side L). With this trick we find that results from Table 5.1 obtained by taking into
account the position dependence of the diffusion coefficient are in full agreement
with the scaling theory, namely g ∝ L in the extended regime, g ∝ exp(−L/ξ) in
the localized regime and g = const at the mobility edge.

5.3 Scaling function and the self-consistent the-

ory

In the previous section, we have calculated the stationary transport properties of
a finite disordered medium from the self-consistent theory of localization and have
shown the agreement with the predictions of the scaling theory for the conductance.
However, the main statement of the scaling theory is the existence of the scaling
function β(g) depending only on the conductance. In 1982, D. Vollhardt and P.
Wölfle [58] showed that this result could be derived from the self-consistent theory
with position independent diffusion coefficient. In the present section, we extend this
proof to the case of the generalized self-consistent theory with position-dependent

diffusion coefficient.

5.3.1 Scaling function

The position dependence of the diffusion coefficient makes the analytical calculation
of the scaling function β(g) difficult. We therefore perform a numerical calculation.
We make the same assumption g ∼ L2T as in Sec. 5.2. The prefactor (independent
of L) is of no importance here because, if Eq. (5.3) is satisfied, it would simply shift
the scaling function along the ln g axis (see Fig. 5.1).

The scaling theory assumes that all transport properties of the disordered system
are governed by a single parameter, the conductance g. This statement is not a priori

obvious in the framework of the self-consistent theory, since two parameters — the
thickness L and the disorder strength kℓ — should be specified to calculate g. If the
scaling theory is correct however, any changes of L or kℓ should lead to the motion
of the point (β(g), g) along the same single curve as in Fig. 5.1. The scaling function
β(g) following from our calculations is shown in Fig. 5.4. It has been obtained by
varying L and kℓ independently, thereby confirming the one-parameter hypothesis
of the scaling theory. Note, in particular, the agreement with the limit cases given
by Eq. (5.5). In calculating β(g), we have considered several values of kℓ, and for
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each of them, varied L in a certain interval, as indicated in Fig. 5.4.

Figure 5.4: Scaling function β(g) = d ln g/d lnL as a function of the logarithm of
conductance g, obtained by solving the self-consistent equations (4.3) numerically.
The curve has been obtained by taking different values of kℓ and, for each of them,
by varying L in a certain interval, as indicated in the figure.

5.3.2 Critical exponent

It is interesting to calculate of the critical exponent ν in the framework of the self-
consistent theory with position-dependent diffusion coefficient. The critical expo-
nent can be obtained in a simple way by evaluating the slope of tangent to the curve
β(g) around the mobility edge. The main difficulty is that in this region, finite-size
effects become important. These effects originate from the fact that the closer one
approaches the critical point, the larger the system size has to be to obtain relevant
results [63]. Finite-size effects are shown in the left plot of Fig. 5.5, obtained by
varying the thickness L for fixed values of kℓ, in the same way as in Fig. 5.4. These
results are of course not satisfactory when one is interested in fine effects such as
the critical exponent of the transition. A way to circumvent this problem consists in
fixing L≫ ℓ instead of kℓ, and varying kℓ in the vicinity of the critical point. This
provides much better results, as shown in the right plot of Fig. 5.5, where we have
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Figure 5.5: Scaling function β(g) = d ln g/d lnL as a function of ln g obtained by
solving the self-consistent equations of localization numerically in the vicinity of the
critical point. Left: β(g) obtained by varying L for fixed values of kℓ (these are
the same numerical points as in Fig. 5.4). The curve exhibits unwanted finite-size
effects (note dispersion of points in the vicinity of β(g) = 0). Right: β(g) obtained
by varying kℓ from 0.991 to 1.015 for fixed L = 700ℓ. The inverse slope of the
tangent at the critical point gives the critical exponent ν = 1.

fixed L = 700ℓ. From this plot, we extract the critical exponent ν = 1. This value is
the same as obtained earlier by D. Vollhardt and P. Wölfle from the self-consistent
theory with position-independent diffusion coefficient, and it is different from the
value ν ≃ 1.5 following from the numerical solution of the Anderson tight-binding
model. This discrepancy signals that the self-consistent theory describes only im-
perfectly the critical point. The reason to this issue may be found in the microscopic
description of the transition. As a matter of fact, the diagrammatic series consid-
ered in Chapter 3 (sum of interference “loops”) is probably not precise enough to
describe some features of the critical point, as the value of the critical exponent.
Say differently, the self-consistent theory remains somehow a perturbative approach
and is therefore limited when describing the fixed point, which can have properties
completely different from the ones observed in the vicinity of g = gc. Today, a part
from recent work that put forward a strategy combining the self-consistent theory
with a phenomenological momentum dependence of the diffusion coefficient at the
critical point [64], a complete analytical description of the Anderson transition in
three dimensions is still lacking.

To obtain the function β(g) from the microscopic approach, we have used bound-
ary conditions introduced in Sec. 3.4.2 with the extrapolation length z0 = 2/3ℓ,
corresponding to the absence of internal reflections at boundaries of the disordered
slab. In the presence of internal reflections with an intensity reflection coefficient r,
the extrapolation length reads [53]

z0 =
2ℓ

3

1 + r

1 − r
. (5.12)
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An interesting question is to know whether or not the value of the critical exponent
depends on r. This can be checked easily by calculating the function β(g) for different
values of z0. We did so for three values of z0: 2/3, 4.67 and 10, corresponding to
r = 0, r = 0.75 and r = 0.875, respectively. The results are shown in Fig. 5.6 and

Figure 5.6: Scaling function β(g) = d ln g/d lnL as a function ln g, obtained by
solving the self-consistent equations of localization numerically in the vicinity of
the critical point, for three different values of the extrapolation length z0, which
measures the importance of internal reflections at the boundaries of the disordered
medium. These curves have been obtained by fixing L = 700ℓ, and varying kℓ from
0.991 to 1.015. The critical exponent remains unchanged when changing z0.

prove that internal reflections have no effect on the value of the critical exponent
which remains equal to 1 whatever r.

5.4 Conclusion

In this chapter we derived the main results of the scaling theory from the microscopic
self-consistent theory of localization with position-dependent diffusion coefficient. In
particular, we studied the one-parameter function β(g). This allowed us to extract
the value ν = 1 for the critical exponent of the Anderson transition. By varying
the amount of internal reflections at the boundaries of the disordered sample we
demonstrated the independence of the critical exponent of this effect.
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Contents

6.1 Intensity correlation function . . . . . . . . . . . . . . . . 72

6.1.1 Description of intensity speckle patterns in terms of mul-
tiple scattering paths . . . . . . . . . . . . . . . . . . . . . 72

6.1.2 Intensity correlation function . . . . . . . . . . . . . . . . 73

6.2 Intensity correlations in waveguides . . . . . . . . . . . . 73

6.2.1 Framework . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.2.2 Average intensity . . . . . . . . . . . . . . . . . . . . . . . 75

6.2.3 Perturbative approach . . . . . . . . . . . . . . . . . . . . 76

6.2.4 The C2 correlation . . . . . . . . . . . . . . . . . . . . . . 78

6.2.5 The C3 correlation . . . . . . . . . . . . . . . . . . . . . . 79

6.2.6 Physical interpretation . . . . . . . . . . . . . . . . . . . . 79

6.3 Experimental measurement of intensity correlations in

waveguides . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.3.1 Direct measurements . . . . . . . . . . . . . . . . . . . . . 80

6.3.2 Polarization-resolved measurements . . . . . . . . . . . . 81

6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

The first part of this thesis concerned average transport properties of disordered
media (transmission, conductance, etc). We are now interested in the fluctuations
of transport properties. These fluctuations can be seen by eye when a disordered
material is irradiated by a continuous beam and a snapshot of the intensity pattern
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at some point behind the sample is taken. This pattern exhibits a complicated,
highly irregular distribution of dark and bright spots and it is called the speckle
pattern [65]. A typical optical speckle pattern is shown in Fig. 6.1.

Figure 6.1: An optical speckle pattern (courtesy of W. Bührer).

At first sight, the speckle pattern looks completely random. This is however not
true since it can be shown that intensities of even very distant points are weakly
correlated. Speckle patterns are characterized by the statistical distribution of in-
tensity fluctuations. Unfortunately, the evaluation of this quantity is often involved.
In this chapter, we adopt a simpler approach, which consists in examining intensity
correlations between different points. One has to keep in mind that, however, this
strategy provides only a partial information about statistics of speckle patterns.

In the present chapter, we remind a few basic facts concerning intensity cor-
relations in disordered media. There exist many reviews on this subject (see for
instance those of R. Berkovits and S. Feng [66] and of M. C. W. van Rossum and
Th. M. Nieuwenhuizen [17]). In this chapter, we study intensity correlations in a
waveguide. Such a geometry has several advantages. First, its physics is simpler
than that of three-dimensional samples. Second, from the theoretical point of view
the treatment of intensity correlations — generally involved in three-dimensional
media — simplifies in waveguides.

6.1 Intensity correlation function

6.1.1 Description of intensity speckle patterns in terms of

multiple scattering paths

In order to better understand the origin of speckle patterns, it is instructive to take
advantage of the path picture of wave propagation in random media. At time t and
at a position r, the field Ψ(r, t) is given by a superposition of partial waves Ψi(r, t)
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all reaching point r at time t but following different multiple scattering paths i:

Ψ(r, t) =
∑

i

Ψi(r, t). (6.1)

The intensity at point r averaged over disorder follows as

I(r, t) = |Ψ(r, t)|2 =
∑

i

|Ψi(r, t)|2 +
∑

i6=j

Ψi(r, t)Ψ
∗
j(r, t). (6.2)

The second sum in Eq. (6.2) contains interference effects between multiply scattered
waves. Far in the extended regime, it vanishes when averaged over disorder. These
interference effects are at the origin of speckle patterns. Due to them, the intensity
is random and can be written as

I(r, t) = I(r, t) + δI(r, t), (6.3)

where δI(r, t) is the fluctuating part of intensity. It is the intensity speckle pattern.

6.1.2 Intensity correlation function

In this chapter, we consider only continuous waves, such that the intensity and
the speckle pattern do not depend on time (time dependent speckle patterns will
be studied in Chapter 7). We thus drop all time dependences from here on. The
frequency of all waves is fixed at some value ω0. To lighten the notation, we drop
this frequency argument from here on.

In general, the statistical properties of the speckle δI can be described by the
four-point intensity correlation function between two source points R and R′ at
the input surface of the waveguide and two detector points r and r′ at the output
surface. It is defined as

C(r,R; r′,R′) =
δI(r,R)δI(r′,R′)

I(r,R) × I(r′,R′)
, (6.4)

where δI(r,R) = I(r,R) − I(r,R). I(r,R) denotes the intensity measured at
the point r at the output surface of the waveguide and produced by a point-like
continuous source located at the point R at the input surface. Note that in writing
the intensity correlation function, we have normalized by the average intensity; other
definitions exist in literature.

6.2 Intensity correlations in waveguides

6.2.1 Framework

In the present chapter, we are interested in intensity correlations in a disordered
waveguide. In the language of multiple scattering, this terminology refers to a tube-
shaped disordered medium of length L ≫ ℓ along its longitudinal direction z and
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narrow along the two other transverse directions (see Fig. 6.2). More specifically,
“narrow” here means that the diameter d of the tube obeys

λ≪ d . ℓ. (6.5)

Such a medium is said to be quasi one-dimensional, in the sense that wave propa-

Figure 6.2: Sketch of a disordered waveguide of length L≫ ℓ and diameter d . ℓ.

gation is three-dimensional since d ≫ λ, but diffusion is one-dimensional along the
z direction, since d does not exceed one mean free path. The effective behavior of
waves depends on how L compares to the localization length ξ ∼ ℓ(kd)2 and the
mean free path. For short waveguides L . ℓ, waves do not see the disorder and prop-
agation is ballistic. For ℓ≪ L≪ ξ, waves are scattered many times and propagate
by diffusion because the localization length is too large for propagation to be affected
by the effects of Anderson localization. Finally, for L > ξ, Anderson localization
must be taken into account. In the following, we only consider the intermediate
regime of transport ℓ ≪ L ≪ ξ, thereby neglecting the effects of localization on
propagation. The different regimes of propagation in a waveguide are summarized
in Fig. 6.3.

0

Diffusive regime
Localized

regime

Ballistic 

regime

Figure 6.3: Regimes of propagation in a disordered waveguide, depending on the
value of L as compared to the mean free path ℓ and the localization length ξ. In
this chapter, we only consider the case ℓ ≪ L ≪ ξ where the localization length is
large enough, such that waves propagate by diffusion.

At this stage, it is interesting to make the connection with the Thouless criterion
discussed in Sec. 2.7. In a waveguide, the electronic dimensionless conductance reads
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[16]

g =
4

3

Nℓ

L
∼ ξ

L
, (6.6)

where N = k2A/(4π) is the number of transverse modes of the waveguide. One sees
that the condition L ∼ ξ, for which the effects of Anderson localization are expected
to take place, coincides with the condition g ∼ 1, which is nothing but the Thouless
criterion! From Eq. (6.6), it follows that the condition L ≪ ξ is equivalent to the
large conductance limit g ≫ 1.

6.2.2 Average intensity

We now consider the average intensity I(r,R). Inside the waveguide, a vector r

can be decomposed into a transverse part ρ and a longitudinal part z: r = (ρ, z).
This decomposition is shown in Fig. 6.4. The average intensity is obtained from the

Figure 6.4: In the waveguide, a vector r is decomposed into a transverse part ρ

and a longitudinal part z.

intensity Green’s function CD introduced in Eq. (3.6).

I(r,R) = G(r,R)G∗(r,R) =
c

4π
CD(r,R). (6.7)

Since we consider the diffusive propagation of waves (L ≪ ξ), CD is obtained by
solving the diffusion equation (3.8) for the waveguide geometry. This calculation is
straightforward and leads to [16]

CD(r,R) =
zm(L− zM)

ADBL
, (6.8)

where A is the cross-section of the waveguide, zm = min(z, zR) and zM = max(z, zR),
with zR the longitudinal part of R and z that of r. In deriving Eq. (6.8), we
have assumed Dirichlet boundary conditions for simplicity and therefore set the
extrapolation length to zero. We can now calculate explicitly the average intensity
by inserting Eq. (6.8) into Eq. (6.7). As a first approximation, we set zR ≃ ℓ and
z ≃ L− ℓ, which yields

I(r,R) =
3

4π

ℓ

AL
. (6.9)

Note that Eq. (6.9) is approximate because we have used simplified boundary condi-
tions to derive it. From here on, we assume the same simplified boundary conditions
for the calculation of the intensity correlation function.
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6.2.3 Perturbative approach

In the previous section, we have calculated the average intensity appearing in the
denominator of the intensity correlation function (6.4). The calculation of C is more
tricky because it involves an average of a product of two intensities. Each intensity
is a sum of products of pairs of multiple scattering paths, starting at points R and
R′ and ending at points r and r′ (see Fig. 6.5). The usual technique that we adopt

Figure 6.5: The intensity correlation function of a speckle pattern is built from the
product of two intensities corresponding to paths starting at points R and R′ and
ending at points r and r′.

here consists in expanding C in powers of 1/g ≪ 1. It was first suggested by S. Feng,
C. Kane, P. A. Lee, and A. D. Stone in 1988 [67]. This perturbative approach is
only possible in the extended regime where 1/g is small, and gives rise to three main
contributions C1, C2 and C3 to C that we describe below. We detail the calculation
of C1 and go faster on those of C2 and C3 which rely on the same mathematical
techniques.

6.2.3.1 The C1 correlation

The lowest order of perturbation theory in the expansion of the intensity correlation
function (6.4) is called C1. This contribution is obtained by pairing the amplitude
Green’s functions two by two. The diagrammatic representation of C1 is depicted in
Fig. 6.6a. The two pairs of amplitude Green’s function can be factorized to give1

C1 =

∣
∣
∣G(r,R)G∗(r′,R′)

∣
∣
∣

2

I(r,R) × I(r′,R′)
. (6.10)

Using the diagram of C1, we can rewrite Eq. (6.10) as

C1 =

∣
∣
∣
∣

∫

d3r1d
3r2G(r1,R)G∗(r1,R

′)G(r, r2)G∗(r′, r2)ΓD(r2, r1)

∣
∣
∣
∣

2

I(r,R) × I(r′,R′)
, (6.11)

where we have made use of the average amplitude Green’s functions G and G∗

defined in Eq. (3.5) and of the sum of ladder diagrams ΓD introduced in Sec. 3.2.2.

1For the sake of clarity, we drop the spatial arguments of C1.
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Figure 6.6: Diagrams giving (a) C1, (b) C2 and (c) C3 contributions to the intensity
correlation function. R and R′ are two source points and r and r′ are two detector
points. Solid and dashed lines denote amplitude Green’s functions G and G∗, re-
spectively. Square “H” boxes are Hikami boxes (see Appendix A.1). Shaded pairs
of Green’s functions are sums of ladder diagrams ΓD, detailed in Fig. 3.2.

Points r1 and r2 correspond, respectively, to the first and last scattering events of the
sequence of ladder diagrams, such that one can set r1 ≃ R and r2 ≃ r as arguments
of ΓD, which varies slowly in space. The latter can then be taken out of the integrals
over r1 and r2:

C1 ≃
ΓD(r,R)2

∣
∣
∣
∣

∫

d3r1d
3r2G(r1,R)G∗(r1,R

′)G(r, r2)G∗(r′, r2)

∣
∣
∣
∣

2

I(r,R) × I(r′,R′)
, (6.12)

We now make use of Eqs. (3.24) and (6.7), which yield ΓD(R, r) = (4π/ℓ)2I(r,R).
Intensity terms cancel in the numerator and denominator and we obtain

C1 ≃
(

4π

ℓ

)4 ∣∣
∣
∣

∫

d3r1d
3r2G(r1,R)G∗(r1,R

′)G(r, r2)G∗(r′, r2)

∣
∣
∣
∣

2

. (6.13)

Performing the two remaining integrals finally yields

C1(∆r,∆R) = F (∆r)F (∆R), (6.14)

where ∆R = |R−R′|, ∆r = |r− r′| and F (x) = sinc(kx)2 exp(−x/ℓ) with k = ω0/c
and sinc(x) = sin(x)/x. For ∆R = ∆r = 0, C1 is equal to unity. This observation
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constitutes the well-known Rayleigh law, which expresses the fact that intensity
fluctuations are comparable to the average intensity.

6.2.4 The C2 correlation

C1 gives the main contribution to the intensity correlation function at the zeroth

order of perturbation theory. The first order of perturbation theory, called C2, is
obtained by introducing an interference effect between the four amplitude Green’s
functions joining points R and r and R′ and r′ in Fig. 6.5. This interference effect
is similar to that at the origin of Anderson localization (see Sec. 3.2): it consists
of a crossing between four waves that propagate in pairs to some point, where they
interchange partners before continuing to the measurement points r and r′. This
crossing is described by the Hikami box introduced in Chapter 3. The diagram
giving C2 is the left one of Fig. 6.6b. In real space, the Hikami box reads, for
classical waves,

H(r1, r2, r3, r4) = δ(r1 − r2)δ(r1 − r3)δ(r1 − r4)
ℓ5

24πk2
∇r1

· ∇r3
. (6.15)

A detailed derivation of Eq. (6.15) can be found, for instance, in Ref. [16]. Making
use of this equation, we can write the left diagram of Fig. 6.6b as

C2 =
(4π/ℓ)4[ℓ5/(24πk2)]

I(r,R) × I(r′,R′)

∫

d3r1G(r1,R)G∗(r1,R) ×

G(r1,R
′)G∗(r1,R

′) × ∇r1
G(r, r1)G∗(r′, r1) · ∇r1

G(r′, r1)G∗(r, r1),

(6.16)

where r1 denotes the point where the interference effect occurs. Gradients come
from the real-space expression of the Hikami box (see Appendix A.1). Decomposing
the averages over two amplitude Green’s functions in the same spirit as for the
calculation of C1 we obtain:

C2 =
ℓc4

24πk2

F (∆r)

I(r,R) × I(r′,R′)

∫

d3r1CD(r1,R)2 [∇r1
CD(r, r1)]

2

=
2

3g
F (∆r). (6.17)

where we have used Eq. (6.8) to perform integrals and introduced the dimensionless
conductance g. Eq. (6.17) is, however, not the final result for C2. Indeed, there is
another contribution obtained by interchanging the start and end points of the left
diagram of Fig. 6.6b. This yields the right diagram. This procedure amounts to
substitute F (∆r) by F (∆R) in Eq. (6.17). The final form of C2 is then

C2(∆r,∆R) ≃ 2

3g
[F (∆r) + F (∆R)] . (6.18)

As a result of the first order of perturbation theory, C2 is g times smaller than C1

for ∆r = ∆R = 0, but it can dominate for large ∆r (when ∆R = 0) or large ∆R
(when ∆r = 0).
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6.2.5 The C3 correlation

The contribution to the intensity correlation function obtained at the second order
of perturbation theory is called C3. C3 is similar to C2, except that it involves two
interference effects in a row. Four diagrams C(1)

3 , C(2)
3 , C(3)

3 and C(4)
3 describe such

a process [68]. They are shown in Fig. 6.6c. As an example, we only outline the

calculation of the third one, C(3)
3 :

C(3)
3 =

(4π/ℓ)8[ℓ5/(24πk2)]2

I(r,R) × I(r′,R′)

∫

d3r1d
3r2G(r2, r1)G∗(r2, r1)

2 ×

∇r1
G(r1,R

′)G∗(r1,R
′) · ∇r1

G(r1,R)G∗(r1,R)

∇r2
G(r, r2)G∗(r, r2) · ∇r2

G(r′, r2)G∗(r′, r2), (6.19)

where r1 and r2 denote the points where the two interference effects occur. We
obtain

C(3)
3 =

(
ℓc3

6k2

)
1

I(r,R) × I(r′,R′)

∫

d3r1∇r1
CD(r1,R) · ∇r1

CD(r1,R) ×

∇r2
CD(r2, r) · ∇r2

CD(r2, r) × CD(r2, r1)
2

=
2

45g2
. (6.20)

A similar calculation gives C(1)
3 = C(2)

3 = 1/(45g2) and C(4)
3 = C(3)

3 = 2/(45g2), so

that C3 = C(1)
3 + C(2)

3 + C(3)
3 + C(4)

3 = 2/(15g2). There are three other contributions
to C3, obtained by interchanging source and detector points in the four diagrams
of Fig. 6.6c (these diagrams are not shown), in the same way as for C2. The final
result is

C3(∆r,∆R) ≃ 2

15g2
[1 + F (∆r) + F (∆R) + F (∆r)F (∆R)] . (6.21)

6.2.6 Physical interpretation

Collecting Eqs. (6.14), (6.18) and (6.21), we obtain the complete form of the inten-
sity correlation function at the second order of perturbation theory:

C(∆r,∆R) = F (∆r)F (∆R) +
2

3g
[F (∆r) + F (∆R)]

+
2

15g2
[1 + F (∆r) + F (∆R) + F (∆r)F (∆R)] . (6.22)

The physical interpretation of Eq. (6.22) is the following. The C1 term gives the
main contribution to the fluctuations of intensity transmitted through a disordered
waveguide. It is responsible for the grainy aspect of speckle patterns. If we set
∆R = 0 and integrate Eq. (6.22) over detector points r and r′, the contributions
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of C1 and C3 become negligible. Therefore, C2 gives the main contribution to the
correlation function of the fluctuations of the total transmission:

1

A2

∫

A

d2rd2r′C(∆r,∆R = 0) ≃ 1

A2

∫

A

d2rd2r′C2(∆r,∆R = 0) =
2

3g
. (6.23)

If now we sum over source points R and R′ and detector points r and r′, the
contribution due to C3 dominates. Therefore, C3 gives the main contribution to the
correlation function of the fluctuations of the transmittance:

1

A4

∫

A

d2rd2r′d2Rd2R′C(∆r,∆R) ≃ 1

A4

∫

A

d2rd2r′d2Rd2R′C3(∆r,∆R) =
2

15g2
.

(6.24)
There is a remarkable analogy between electronic transport in mesoscopic systems
and wave propagation in random media: in a mesoscopic conductor, the transmit-
tance corresponds to the dimensionless conductance g, and Eq. (6.24) is nothing

but the (normalized) variance δG2/G
2

of G = (e2/h)g. We therefore obtain

δG2 =
2

15

(
e2

h

)2

. (6.25)

Eq. (6.25) describes one of the most important effects of mesoscopic physics: the
variance of conductance fluctuations is a universal constant that depends neither
on the sample size, nor on any microscopic parameter of the disordered conductor.
These “universal conductance fluctuations” have been extensively studied in meso-
scopic systems, both experimentally [69, 70, 71, 72] and theoretically [73, 74, 75]
(see Refs. [16] and [17] for reviews).

6.3 Experimental measurement of intensity cor-

relations in waveguides

6.3.1 Direct measurements

Eq. (6.22) was first derived by P. Sebbah et al. in 2002 [76]. In their work, these
authors also carried out a microwave experiment in order to measure the intensity
correlation function. For that purpose, they used miniature source and detector
antennas at the input and output surfaces of a disordered sample made of a random
mixture of alumina and polystyrene spheres embedded in a long copper tube2. By
translating the source antenna at the input surface of the tube, they were able to
demonstrate the main features of Eq. (6.22). For instance, if we neglect the C3

contribution in Eq. (6.22) and set ∆R = 0, we obtain

C(∆r,∆R = 0) ≃ F (∆r) +
2

3g
[1 + F (∆r)] . (6.26)

2polystyrene spheres are transparent for microwaves and are just used to randomize the distri-
bution of alumina spheres.
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This quantity was measured in the experiment of Ref. [76] as a function of ∆r (see
the main plot of Fig. 6.7). Similarly, we have

Figure 6.7: Microwave measurement carried out in Ref. [76]. Main plot: mea-
surement of C(∆r,∆R = 0) as a function of ∆r together with the theoretical
C1(∆r,∆R = 0) = F (∆r). Inset: measurements of [C − C1](∆r,∆R = 0) ≃
[2/(3g)] [1 + F (∆r)] and [C − C1](∆r,∆R ≫ ℓ) ≃ [2/(3g)]F (∆r).

[C − C1](∆r,∆R = 0) ≃ 2

3g
[1 + F (∆r)] , (6.27)

and

[C − C1](∆r,∆R ≫ ℓ) ≃ 2

3g
F (∆r). (6.28)

These two quantities were also measured in Ref. [76], as functions of ∆r, and are
shown in the inset of Fig. 6.7.

6.3.2 Polarization-resolved measurements

The most interesting parts in Eq. (6.22) are the terms proportional to 1/g and
1/g2, which are manifestations of coherent wave transport in a disordered medium.
Unfortunately, these terms are difficult to measure. A solution to this problem
was proposed in the Ph.D. thesis of N. Trégourès in 2001 [77] and was realized
experimentally by A. A. Chabanov et al. in 2004 [78]. It relies on polarization
dependence of intensity correlations. Roughly, the idea is the following. Instead of
emitting waves from two different source points R and R′ and measuring them at
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two different detector points r and r′, the waves are emitted from a single source
point R but with two different polarizations ea and ea′ , and measured at only one
detector point r, but for two different polarizations eb and eb′

3 (see Fig. 6.8). The

Figure 6.8: Principle of polarization measurements.

calculation of the intensity correlation function taking into account polarization is
more difficult because it requires to consider the vector nature of electromagnetic
waves. The result is the following [77]:

C(eb · eb′ , ea · ea′) = (eb · eb′) × (ea · ea′) +
2

3g
(eb · eb′ + ea · ea′)

+
2

15g2
[1 + eb · eb′ + ea · ea′ + (eb · eb′) × (ea · ea′)] .(6.29)

The advantage of polarization measurements is evident from Eq. (6.29): polarization
offers a new degree of freedom for measuring independently the C1, C2 and C3 terms.
Setting, for instance, ea · ea′ = eb · eb′ = 0, one obtains C = 2/(15g2) = C3. This
technique was successfully used in Ref. [78] to demonstrate universal conductance
fluctuations with microwaves.

6.4 Conclusion

In this chapter we laid the basis for the calculation of the intensity correlations in
disordered waveguides. We introduced the C1, C2 and C3 correlations functions and
calculated them by means of perturbation theory, where the small parameter is the
inverse dimensionless conductance 1/g. C2 ∝ 1/g and C3 ∝ 1/g2 contributions to
the total intensity correlation function are manifestations of coherent effects showing
up during the propagation of a wave. We showed how these contributions could be
resolved by playing, in a clever way, with the polarization of waves.

3ea, ea′ , eb and eb′ are unit vectors.
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Whereas the physics of stationary intensity correlations in disordered media is
relatively well known, at least in the extended regime, very few results concern the
dynamics of speckle patterns. In principle, this dynamics can be caused either by
the Brownian motion of scatterers inside the disordered medium, or by the time-
dependence of the incoming radiation. The former case was studied by F. Scheffold
et al. [79] and by G. Maret and F. Scheffold [80] in the late 1990’s. In the presence of
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mobile scatterers, the C1, C2 and C3 correlation functions acquire a time-dependent
decay reflecting the loss of coherence due to the Brownian motion of scatterers. At
long times, C1(∆t) decreases exponentially, whereas the decay of C2(∆t) and C3(∆t)
is algebraic1. The latter was directly observed in Ref. [80], in samples containing a
suspension of colloidal particles in water. We show it in Fig. 7.1.

Figure 7.1: Time dependence of C2(∆t) and C3(∆t), obtained from the multiple
scattering of light in a suspension of colloidal particles in water. The decay of
C2(∆t) and C3(∆t) at long times is algebraic. The magnitude of C3 is less than that
of C2 by a factor ∼ 1/g.

The dynamics of intensity correlations and hence of speckle patterns also shows
up in samples with static disorder but impinged on by a time-dependent radiation,
for instance a short pulse. The experimental study of this problem was initiated by
A. A. Chabanov in 2004 [81], and, the same year, S. E. Skipetrov [82] developed
a theory for the time dependence of the C2 correlation function. In this chapter,
we study the time dependence of C1, C2 and C3 intensity correlation functions in a
waveguide irradiated by a short pulse. For the case of C3, we compare our theoret-
ical results to a microwave experiment carried out recently by A. Peña and A. A.
Chabanov at the Department of Physics and Astronomy of the University of Texas
(San Antonio). The technical calculations of this chapter are reported in Appendix
B.

7.1 Average intensity and intensity correlation func-

tion

7.1.1 Framework

The situation that we consider in in this chapter is shown in Fig. 7.2. A short
pulse of duration tp is sent at time t = 0 from a point R at the input surface of
a disordered waveguide of diameter d and length L. The intensity averaged over

1Here the intensity is measured first at time t = 0, and then at time ∆t. Ci(∆t) (i = 1, 2, 3)
corresponds to the intensity correlation between these two measurements.
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disorder I(r,R, t) is measured at time t and at point r at the output surface. The

Figure 7.2: Sketch of the physical situation considered in this chapter. A short
pulse of duration tp is sent at time t = 0 from a point R at the input surface of a
disordered waveguide of diameter d and length L. The intensity I(r,R, t) at point
r at the output surface acquires a time dependence.

theoretical framework is the same as in Sec. 6.2.1, that is we assume that L much
exceeds the mean free path, but is much smaller than the localization length. In
other words, the dimensionless conductance g is much larger than one. This ensures
that waves propagate by diffusion in the waveguide. In the remainder of this chapter,
we assume that the incoming pulse is Gaussian:

|Ψ0(R, t)|2 =
1√
πtp

exp

(

−t
2

t2p

)

. (7.1)

We also restrict ourselves to the limit of long times and short pulses, for which
relatively simple results can be derived. If we introduce the Thouless time tD =
L2/(π2DB), these two conditions read

tp ≪ tD ≪ t. (7.2)

Eq. (7.2) will be assumed in the remainder of the chapter.

7.1.2 Field correlation function

The Fourier component of the field at frequency ω measured at point r is given by

Ψ(r,R, ω) = G(r,R, ω)Ψ0(R, ω), (7.3)

where Ψ0(R, ω) is the Fourier transform of Ψ0(R, t) with respect to time and G
is the amplitude Green’s function, obeying the Helmholtz equation (3.2). In real
space, Eq. (7.3) can be rewritten as

Ψ(r,R, t) =

∫ t

−∞

dt1G(r,R, t− t1)Ψ0(R, t1). (7.4)
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We first calculate the field correlation function Ψ(r,R, t)Ψ(r′,R′, t). The diagram-
matic representation of this quantity is shown in Fig. 7.3a. It reads

Ψ(r,R, t)Ψ∗(r′,R′, t′) =

∫ t

−∞

dt1

∫ t′

−∞

dt2G(r,R, t− t1)G∗(r′,R′, t′ − t2)Ψ0(t1)Ψ
∗
0(t2)

(7.5)
We demonstrate in Appendix B the following property

G(r,R, t)G∗(r′,R′, t′) =
c

4π
f(∆r)f(∆R)δ(t− t′)CD(r,R, t), (7.6)

where CD(r,R, t) is the Fourier transform of the intensity Green’s function intro-
duced in Sec. 3.2.2 and f(x) = sinc(kx) exp[−x/(2ℓ)]. In a waveguide of cross-
section A and length L and for Dirichlet boundary conditions, it is given by (see
Appendix B for the detailed calculation)

CD(r,R, t) =
1

A

∞∑

n=1

Φn(z)Φn(zR) exp

(

−n2 t

tD

)

, (7.7)

where Φn(z) =
√

2/L sin(nπz/L). As previously, z denotes the longitudinal co-
ordinate of r and zR ≃ ℓ that of R. Substituting Eq. (7.6) into Eq. (7.5), we
obtain

Ψ(r,R, t)Ψ∗(r′,R′, t′) =
c

4π
f(∆r)f(∆R)

∫ t

−∞

dt1CD(r,R, t−t1)Ψ0(t1)Ψ
∗
0(t1+t′−t).

(7.8)
Using Eq. (7.7), we obtain

Ψ(r,R, t)Ψ∗(r′,R′, t′) =
c

4πA
f(∆r)f(∆R)

∞∑

n=1

Φn(z)Φn(zR)f (n)(t, t′). (7.9)

where

f (n)(t, t′) =

∫ t

−∞

exp

(

−n2 t− t1
tD

)

Ψ0(t1)Ψ
∗
0(t1 + t′ − t)

=
1

2
exp

[−n2(t+ t′)

2tD
+
n4t2p
4t2D

− (t− t′)2

4t2p

] [

1 + erf

(
t+ t′

2tp
− n2tp

2tD

)]

.

(7.10)

The field correlation function (7.9) will be used several times in the following.

7.1.3 Average intensity

The average intensity I(r,R, t) = |Ψ(r,R, t)|2 is obtained straightforwardly from
the field correlation function (7.9) by setting r′ = r, R′ = R and t = t′:

I(r,R, t) =
c

4π

1

2A

∞∑

n=1

Φn(z)Φn(zR)f (n)(t, t). (7.11)
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Figure 7.3: Time-dependent diagrams of the field correlation function (a), intensity
(b), C1 (c), C2 (d) and C3 (e).

In the limit of long times t ≫ tD, the main contribution is due to n = 1. Then, in
the limit of short pulses tp ≪ tD, Eq. (7.11) reduces to

I(r,R, t) ≃ c

4π

1

A
sin2

(
πℓ

L

)

exp

(

− t

tD

)

. (7.12)

The exponential decay of intensity at long times is characteristic for diffusion and is
not specific to waveguides. We already encountered it in Sec. 2.3.2.1, in the context
of propagation of short pulses through three-dimensional disordered slabs.

7.1.4 Time-dependent intensity correlation function

Unlike in Chapter 6, we are now interested in the time dependence of the intensity
correlation function between two source points R and R′ at the input surface of the
waveguide and two detector points r and r′ at the output surface:

C(R, r, t;R′, r′, t′) =
δI(r,R, t)δI(r′,R′, t′)

I(r,R, t) × I(r′,R′, t′)
. (7.13)

Eq. (7.13) describes time-dependent speckle patterns. In this chapter, we only
consider equal-time correlations t = t′.

7.2 Dynamic C1 and C2 correlation functions

7.2.1 The C1 correlation function

The diagram for time-dependent C1 is depicted in Fig. 7.3c. C1 can be obtained
straightforwardly from the field correlation function (7.9) as

C1 =

∣
∣
∣Ψ(r,R, t)Ψ∗(r′,R′, t)

∣
∣
∣

2

I(r,R, t) × I(r′,R′, t)
. (7.14)
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Using Eq. (7.9) and (7.11) we obtain

C1(∆r,∆R, t) = F (∆r)F (∆R), (7.15)

where F (x) = f(x)2. Due to the structure of the diagram of Fig. 7.3c, C1 does not
depend on time. This means that at the lowest order of perturbation theory, the
intensity speckle pattern is stationary, despite the time dependence of the incoming
excitation.

7.2.2 The C2 correlation function

The diagram for time-dependent C2 is depicted in Fig. 7.3d. The Hikami box
remains unchanged in the dynamic case. From this diagram we obtain

C2 =
(4π/ℓ)4[ℓ5/(24πk2)]

I(r,R, t) × I(r′,R′, t)

∫

d3r1

4∏

i=1

∫ t

−∞

dtiΨ(r1,R, t1)Ψ∗(r1,R, t2) ×

Ψ(r1,R
′, t3)Ψ∗(r1,R

′, t4) × ∇r1
G(r, r1, t− t1)G∗(r′, r1, t− t4) ·

∇r1
G(r′, r1, t− t3)G∗(r, r1, t− t2),

(7.16)

We now make use of Eq. (7.6) to simplify the two pairs of amplitude Green’s
functions. This yields

C2 =
2πℓc2/(3k2)F (∆r)

I(r,R, t) × I(r′,R′, t)

∫

d3r1

∫ t

−∞

dt1

∫ t

−∞

dt2Ψ(r1,R, t1)Ψ∗(r1,R, t2) ×

Ψ(r1,R
′, t2)Ψ∗(r1,R

′, t1)∇r1
CD(r, r1, t− t1) · ∇r1

CD(r′, r1, t− t2). (7.17)

Simplifying intensity Green’s functions, field correlation functions and intensities
with help of Eq. (7.7), (7.9) and (7.12), and performing the integral over r1, we
obtain in the limit tp ≪ tD ≪ t

C2 =
2

3g

3

8π2

exp(2t/tD)

sin4(πℓ/L)
F (∆r)

∞∑

m,n,p,q=1

SmnpqTmnpq, (7.18)

where

Smnpq = mn(−1)m+n sin

(
mπℓ

L

)

sin

(
nπℓ

L

)

sin

(
pπℓ

L

)

sin

(
qπℓ

L

)

f1(m,n, p, q),

(7.19)
with

f1(m,n, p, q) = −δm−n−p−q,0 − δm+n−p−q,0 + δm−n+p−q,0 + δm+n+p−q,0 +

δm−n−p+q,0 + δm+n−p+q,0 − δm−n+p+q,0, (7.20)
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where δij is the Kronecker symbol, and

Tmnpq =

∫ t

−∞

dt1
tD

∫ t

−∞

dt2
tD

exp

[

−m2

(
t− t1
tD

)

− n2

(
t− t2
tD

)]

f (p)(t1, t2)f
(q)(t1, t2).

(7.21)
In the limit of short pulses tp ≪ tD, Eq. (7.21) reduces to

Tmnpq ≃ 4
√

2π
tp
tD

∫ t

0

dt1
tD

exp

[

−(m2 + n2)
t− t1
tD

− (p2 + q2)
t1
tD

]

. (7.22)

Further simplifications can be made by noting that Eq. (7.18) consists of a sum of
terms that either do not depend on time, or vary linearly with time. At long times
the latter becomes the leading term, and it corresponds to m = n = p = q = 1.
Therefore, we obtain

C2 =
2

3g

6

(2π)3/2

tp
tD

t

tD
F (∆r). (7.23)

Finally, as in Sec. 6.2.4, we have to keep in mind that another diagram contributes
to C2. It is obtained by interchanging the start and end points r, r′ and R, R′. The
final result is

C2(∆r,∆R, t) =
2

3g

6

(2π)3/2

tp
tD

t

tD
[F (∆r) + F (∆R)] , tp ≪ tD ≪ t. (7.24)

A few comments are in order. First, we notice that C2 grows with time. In particular,
at long times t > t2D/tp, C2 exceeds its stationary value ∼ 2/(3g). Second, in the
regime considered here, the duration of the incident pulse is too short for its shape
to be resolved in transmission. Therefore, we expect Eq. (7.24) to be valid for any
pulse shape, apart from numerical factors.

Eq. (7.24) was first derived by S. E. Skipetrov in 2004 [82]. Somewhat earlier,
the growth of C2 with time was observed experimentally by A. A. Chabanov et al.

[81], even though in the latter work the number of data points were insufficient to
confirm the functional dependence of C2 on t or tp.

7.3 The C3 correlation function

7.3.1 Calculation of C3

Let us now focus on the dynamics of the C3 correlation function. As seen in Sec.
6.2.5, three diagrams C(1)

3 , C(2)
3 , C(3)

3 and C(4)
3 have to be taken into account. For

clarity, only C(3)
3 is depicted in Fig. 7.3e. We detail its calculation below. We start
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from

C(3)
3 =

(4π/ℓ)8[ℓ5/(24πk2)]2

I(r,R, t) × I(r′,R′, t)

∫

d3r1

∫

d3r2

∫ t8

−∞

dt1

∫ t7

−∞

dt2

∫ t6

−∞

dt3

∫ t5

−∞

dt4

8∏

i=5

∫ t

−∞

dti∇r1
Ψ(r1,R, t1)Ψ∗(r1,R, t2) · ∇r1

Ψ(r1,R
′, t3)Ψ∗(r1,R

′, t4)

×G(r2, r1, t8 − t1)G∗(r2, r1, t5 − t4) ×G(r2, r1, t6 − t3)G∗(r2, r1, t7 − t2)

×∇r2
G(r′, r2, t− t6)G∗(r′, r2, t− t5) · ∇r2

G(r, r2, t− t8)G∗(r, r2, t− t7).

(7.25)

We now follow the same strategy as for C2, and first simplify the pairs of amplitude
Green’s functions with the help of Eq. (7.6):

C(3)
3 =

(4π/ℓ)8[ℓ5/(24πk2)]2

I(r,R, t) × I(r′,R′, t)

∫

d3r1

∫

d3r2

∫ t

−∞

dt5

∫ t

−∞

dt7

∫ t7

−∞

dt1

∫ t5

−∞

dt3

∇r1
Ψ(r1,R, t1)Ψ∗(r1,R, t7 − t5 + t3) · ∇r1

Ψ(r1,R
′, t3)Ψ∗(r1,R

′, t5 − t7 + t1) ×
CD(r2, r1, t7 − t1)CD(r2, r1, t5 − t3) × ∇r2

CD(r′, r2, t− t5) · ∇r2
CD(r, r2, t− t7).

(7.26)

We now simplify intensity Green’s functions, field correlation functions and intensi-
ties with the help of Eq. (7.7), (7.9) and (7.12), and perform the integral over r1.
In the limit tp ≪ tD ≪ t this yields

C(3)
3 =

2

45g2

45

8π4

exp(2t/tD)

sin4(πℓ/L)

∞∑

m,n,p,q,r,s=1

UmnpqrsVmnpqrs, (7.27)

where

Umnpqrs = mnrs(−1)m+n sin

(
mπℓ

L

)

sin

(
nπℓ

L

)

sin

(
rπℓ

L

)

sin

(
sπℓ

L

)

×f1(m,n, p, q)f1(r, s, p, q), (7.28)

and

Vmnpqrs =

∫ t

−∞

dt5
tD

∫ t

−∞

dt7
tD

∫ t7

−∞

dt1
tD

∫ t5

−∞

dt3
tD
f (r)(t1, t7 − t5 + t3)f

(s)(t3, t5 − t7 + t1)

× exp

[

−m2

(
t− t5
tD

)

− n2

(
t− t7
tD

)

− p2

(
t7 − t1
tD

)

− q2

(
t5 − t3
tD

)]

.

(7.29)

In the limit of short pulses tp ≪ tD, Eq. (7.29) simplifies to

Vmnpqrs ≃ 4
√

2π
tp
tD

∫ t

0

dt5
tD

∫ t

t5−t3

dt7
tD

∫ t5

0

dt3
tD

exp

[

−m2

(
t− t5
tD

)

− n2

(
t− t7
tD

)]

× exp

[

−(p2 + q2 − s2)

(
t5 − t3
tD

)

− r2 t3
tD

− s2 t7
tD

]

.

(7.30)
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As for C2, a relatively simple result can be obtained in the long time limit t ≫ tD.
Indeed, when made explicit, the sum in Eq. (7.27) is a polynomial of the third order
in time t. It is not possible to calculate exactly all the coefficients of this polynomial.
However, when t ≫ tD, the term of higher power dominates. It originates from
m = n = p = q = r = s = 1. From Eqs. (7.27), (7.28) and (7.30) we obtain

C(3)
3 =

1

15g2

5
√

2

(π3
√
π)

tp
tD

(
t

tD

)3

. (7.31)

C(4)
3 (fourth diagram of Fig. 6.6c) is equal to C(3)

3 . C(1)
3 and C(2)

3 are equal, but one can
show that they do not contain terms proportional to t3 in the limit tp ≪ tD ≪ t, but
only terms of powers lower than two. Therefore, their contribution to C3 is negligible
at long times. Furthermore, as in the stationary case detailed in Sec. 6.2.4, for each
of the four diagrams of Fig. 6.6c, there are three other contributions obtained by
interchanging start and end points of the diagram. Taking into account all of them
finally yields

C3(∆r,∆R, t) =
2

15g2

5
√

2

(π3
√
π)

tp
tD

(
t

tD

)3

[1 + F (∆r) + F (∆R) + F (∆r)F (∆R)] ,

tp ≪ tD ≪ t. (7.32)

Thus, C3 increases as the third power of time and becomes larger than its stationary
value 2/(15g2) for t ≫ tD(tD/tp)

1/3. As for C2, Eq. (7.32) is expected to hold
independent of the shape of the incident pulse, apart from the numerical prefactors.

7.3.2 Experimental measurement of C3

In this section, we present the results of an experiment carried out by A. Peña and
A. A. Chabanov at the Department of Physics and Astronomy of the University of
Texas (San Antonio). The purpose of this work was to provide the experimental
support to Eq. (7.32).

The principle of this experiment is the following. In order to measure unam-
biguously the time dependence of C3, one can take advantage of the vector nature
of electromagnetic waves, as described in Sec. 6.3.2. As a matter of fact, similarly
to Eq. (6.29), the dynamic intensity correlation function with polarization rotation
can be written as

C(eb · eb′, ea · ea′ , t) = (eb · eb′) × (ea · ea′) +
2

3g

6

(2π)3/2

tp
tD

t

tD
(eb · eb′ + ea · ea′)

+
2

15g2

5
√

2

(π3
√
π)

tp
tD

(
t

tD

)3

[1 + eb · eb′ + ea · ea′ + (eb · eb′) × (ea · ea′)] .

(7.33)

When the polarizations of the waves at the source and detector are both rotated by
90◦, eb · eb′ = ea · ea′ = 0 and only the time-dependent prefactor of C3 remains:

C(0, 0, t) =
2

15g2

5
√

2

(π3
√
π)

tp
tD

(
t

tD

)3

. (7.34)
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For simplicity in the following we denote C3(t) = C(0, 0, t). Measurements of the in-
tensity correlation function are made for microwave radiation transmitted through
random mixtures of Al2O3 spheres. Alumina spheres with diameter 0.64 cm and
index of refraction 3.14 are embedded within Styrofoam shells to produce a sam-
ple with alumina volume fraction 0.03. The sample is contained within a copper
tube with diameter of 4.4 cm (Fig. 7.4). Linearly polarized microwave radiation

Figure 7.4: Axial view of the sample used in the microwave experiment.

is launched and detected by identical conical horns placed 20 cm in front of and
behind the sample, as shown in Fig. 7.5. These horns allow to control the state of
linear polarization of the microwave radiation. Microwave field spectra are recorded
for cross-polarization orientations of both the source and the detector horns, for 15
000 configurations of disorder, produced by briefly rotating the tube around its axis,
in samples of length 61, 76.2, and 91.4 cm. Measurements are made over the fre-
quency range 18.7–19.7 GHz, away from Mie resonances of spheres, and far from the
localization threshold. At 19.2 GHz, the number of transverse channels is N = 54.
The transport mean free path estimated from Mie theory is ℓ = 3.76 cm, giving the
dimensionless conductance g = 4Nℓ/3(L + 2z0)= 4.10, 3.33, and 2.81 for L = 61,
76.2, and 91.4 cm, respectively2.

In the experiment, no “real” pulse is sent through the disordered medium.
Rather, the temporal response to a Gaussian pulse of width tp peaked at t = 0
is reconstructed by taking the Fourier transform of the measured field spectrum
multiplied by a Gaussian envelope of width (2πtp)

−1, and centered at the frequency
19.2 GHz. The field of the time response is squared to obtain the transmitted in-
tensity. Ensemble-averaged intensity I(t) is shown in Fig. 7.6 for the three sample
lengths and for a pulse duration tp = 1.8 ns. At short times (t < 100 ns), the aver-
age intensity decays exponentially, in agreement with diffusion theory (Eq. (7.12)).
The deviations from this exponential decay observed at long times are due to weak
localization effects in the disordered sample. They were studied in Refs. [57, 47, 83].

2Note that here we have accounted for the finite value of the extrapolation length z0 = 2ℓ/3 to
obtain a precise value of the dimensionless conductance.
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Figure 7.5: Drawing of the experimental setup. Source (S) and detector (D) horns
are positioned in front of and behind the disordered sample of length L and diameter
d. These horns allow to control the state of linear polarization of emitted and
detected waves. Experimental measurements are made for two polarizations 0 and
90◦ of both emitted and detected waves, obtained by rotating the horns about their
axis (z axis).
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Figure 7.6: Average transmitted intensity as a function of time, for the three sample
lengths L = 61 (blue), 76.2 (green), and 91.4 cm (red), for a pulse duration tp = 1.8
ns. Dashed lines are theoretical fits to the data by diffusion theory at short times
(up to ∼ 100 ns). Diffusion times tD extracted from the fits are tD = 17.5, 27.3 and
39.6 ns, respectively.

These deviations are of order 1/g for g ≫ 1 and, therefore, taking them into account
would yield negligible corrections of order 1/g3 or higher in Eq. (7.34). Fits of the
average intensity by diffusion theory at short times t < 100 ns (dashed lines of Fig.
7.6) give the Thouless times tD = 17.5, 27.3, and 39.6 ns for samples of lengths 61,
76.2, and 91.4 cm, respectively.

Experimental curves of C3(t) for pulse durations tp = 0.9, 1.2, and 1.8 ns are
shown in Fig. 7.7, for the three sample lengths. The experimental data are fitted
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Figure 7.7: C3(t) measured in samples of three different lengths L, for three different
pulse durations tp. The diffusion time tD, extracted from the fit to average intensity

I(t), is given for each sample. Black smooth lines are theoretical fits using Eq. (7.34)
with g = 4.17 (a), 3.21 (b) and 1.85 (c) as the only fit parameter for each sample.
Only the data corresponding to t > 3tD were used for fitting.

by Eq. (7.34), using g as the only fit parameter and imposing that g is the same
for the three pulse durations for a given L. The values of g found from the fits are
4.17, 3.21 and 1.85 for samples of lengths 61, 76.2, and 91.4 cm, respectively. These
values differ only slightly from the estimates, except for the longest sample. It is
necessary to go beyond the two H-box diagrams of Fig. 7.3e for a better quantitative
agreement with the data for samples with small values of g.

To demonstrate that Eq. (7.34) correctly captures the key scaling properties of
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Figure 7.8: Intensity correlation C3(t) divided by the dimensionless pulse duration
τp = tp/tD, as a function of dimensionless time τ = t/tD for L = 61 cm and the
same three different tp’s as in Fig. 7.7. Only long times t≫ tD are shown. The solid
smooth curve is a fit to the data with g = 4.17 as the only fit parameter. The inset
shows the same plot in the log-log scale.

C3(t) for t ≫ tD, we introduce the dimensionless time τ = t/tD and the normalized
pulse duration τp = tp/tD, and plot C3(t)/τp versus τ for L = 61 cm in Fig. 7.8.
The three curves corresponding to the three different pulse durations fall on a single
curve, thereby demonstrating C3(t) ∝ τp. The same data plotted on a log-log scale
(inset of Fig. 7.8) show that C3(t) ∝ τ 3. Thus, C3(t) ∝ τpτ

3, as predicted by Eq.
(7.34).

7.3.3 Role of absorption

Absorption can be readily included into the calculation of C3(t) by introducing an
additional exponential decay into the intensity Green’s function:

CD(r,R, t) =
1

A

∞∑

n=1

Φn(z)Φn(zR) exp

(

−n2 t

tD
− t

ta

)

, (7.35)

where ta is the absorption time. The calculation of C3 then follows exactly the
same lines as above. We find that provided that ta ≫ tp, the result (7.32) remains
unchanged, which is not surprising because for very short pulses scattering paths
are all of almost the same length, and therefore suffer from absorption to the same
extent. Absorption then cancels when normalizing II by I × I. Note that the
condition ta ≫ tp can be readily met in practice, opening interesting perspectives
for probing scattering parameters of random media without necessarily knowing
absorption inside the medium.
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In the experiment described above, the absorption time ta = 39.7 ns is large as
compared to the three values of tp = 0.9, 1.2, and 1.8 ns. The criterion ta ≫ tp for
negligible absorption is therefore fulfilled.

7.3.4 Limitation of long times

The dynamic study presented above might not be valid for times exceeding the
Heisenberg time tH = gtD. The Heisenberg time is the typical time needed for a
wave (or quantum particle) to visit the whole system (the whole waveguide, in our
case). After the Heisenberg time, the wave has to pass by those parts of the sample
that it has already visited before. The probability for several paths to cross then
becomes of the order of one. For this situation, the approach adopted in this chapter
and treating such crossings as a perturbative effect, might not be valid any longer.
Therefore, our results (7.24) and (7.32) might break down for t > tH .

Another characteristic length scale can be pointed out by comparing the orders of
magnitude of C2(t) and C3(t). Such a comparison suggests an important time scale,
tq =

√
gtD, intermediate between the Thouless time tD and the Heisenberg time tH .

This time scale appeared previously in the context of weak localization in classically
chaotic [84, 85] and disordered [45] systems, but its role in the analysis of fluctu-
ations of transport properties has never been identified. Because for short pulses
in the long-time limit we can write C2(t) ∼ (tp/tq)(t/tq) and C3(t) ∼ (tp/tq)(t/tq)

3,
the formally next-order contribution (in 1/g expansion) to the intensity correlation
function, C3(t) becomes larger than C2(t) when t > tq. Even though this might indi-
cate that some new physics comes into play at such long times, C3(t) of Eq. (7.34)
agrees well with the experimental data for t > tq, and as a matter of fact, even for
t > tH .

7.4 Conclusion

In this chapter, we derived the time dependences of the C1, C2 and C3 correlation
functions, describing the response of a disordered waveguide with static disorder to
a short pulsed excitation. We first recovered the results of Ref. [82], where the
author found a linear growth of C2 with the delay time from the exciting pulse (Eq.
(7.24)). This growth can be qualitatively understood from the following reasoning.
In a semi-classical path picture, a pair of two fields propagating along a common
multiple scattering path during a time interval t can be seen as a curvilinear tube of
diameter λd−1 and of length s = ct. The analogy between such a tube and a sum of
ladder diagrams is illustrated in Fig. 7.9. Roughly, from the diagram of Fig. 7.3d,
C2(t) is given by the probability p(t) for two of such tubes to cross somewhere inside
the medium, during the time interval t. This probability is given by the ratio of the
volume λ2ct of the tube to the total volume V = AL of the waveguide. Then we
find

C2(t) ∼ p(t) =
s c t

AL
∼ 1

g

t

tD
, (7.36)
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Figure 7.9: Semi-classical picture of wave propagation. A sum of ladder diagrams
can be seen as a tube of diameter λd−1 and of length s = ct.

in agreement with the more rigorous Eq. (7.24).
In a second time, we derived the time dependence of the C3 correlation function,

and found a t3 enhancement of the latter at long times, allowing C3(t) to reach
values well in excess of the stationary result 2/(15g2). Remarkably, it turns out that
this behavior can be explained by a semi-classical picture as well! C3 involves two
crossings in a row between two pairs of multiple scattering paths. The probability
that these paths cross first during the time interval (0, t′) and then a second time
during the time interval (t′, t) is p(t′)p(t − t′). C3 is obtained by integrating over t′

from 0 to t:

C3(t) ∼
∫ t

0

p(t′)p(t− t′) =

∫ t

0

s c t′

AL

s c(t− t′)

AL
∼ 1

g2

(
t

tD

)3

. (7.37)

The growth of C3 with time, as well as its proportionality to the pulse duration3,
was confirmed experimentally by a microwave experiment carried out in the group
of A. A. Chabanov.

Note that the study of C3 presented in this chapter is valid for both electronic
transport in mesoscopic systems and wave propagation in random media. In partic-
ular, Eq. (7.34) is the dynamic counterpart of stationary conductance fluctuations
(6.24). Incidentally, one sees that dynamic conductance fluctuations are not univer-
sal, i.e., depend on sample parameters, unlike in the stationary case.

Finally, a comparative analysis of C3(t) and C2(t) allowed us to identify a new
characteristic time scale tq, being intermediate between the Thouless and Heisenberg
times, and to explain its role in statistics of dynamic transport.

3not explained by the above semi-classical picture.
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Bose-Einstein condensates and disorder
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The last years have seen the encounter of two communities: the community of
cold atoms and the one of disorder in mesoscopic physics. From this encounter is
notably born the full-fledged field of research of Bose-Einstein condensates (BECs)
in random potentials. This problem is the “matter-wave counterpart” of that of a
classical wave propagating in a random medium. The large number of high-quality
publications of the last few years testify of the great interest of physicists for BECs
in random potentials. Research in this field largely benefits from the advances of
new experimental techniques, among which the now common possibility to cool
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and trap atoms, and to produce optical random potentials. The main interest of
experiments with Bose-Einstein condensates is their great versatility. For instance,
the strength of atomic interactions can be tuned almost at will by taking advantage of
Feshbach resonances, thus exploiting the dependence of the range of the interaction
potential on an external magnetic field. In the same way, optical potentials used
to produce disorder or confine condensates in particular directions of space offer
an unprecedented experimental control. Bose-Einstein condensates thus appear to
be ideal systems to study the interplay between disorder and interactions. This is
the main reason why they are currently extensively used to revisit many problems
of condensed-matter physics. In this context, the number of problems that can be
studied is very large and it would be futile to list them all here. The interested
reader is invited to consult the recent review of L. Fallani et al. [86].

Among popular subjects of mesoscopic physics, one which plays a primordial role
in the study of BECs in the presence of disorder is certainly Anderson localization. In
2005, several attempts were made to observe this phenomenon for BECs expanding
in one-dimensional random potentials [87, 88, 89]. In 2007, L. Sanchez-Palencia et al.

proposed the first theoretical study of localization of condensates in one dimension
[96]. The experimental observation of this phenomenon was finally achieved in 2008,
and was reported in two Nature papers from the groups of A. Aspect in Orsay [35]
and M. Inguscio in Florence [90].

Upcoming experiments will undoubtedly focus on the three-dimensional expan-
sion of BECs in random potentials. Indeed, this situation is very rich because, as
discussed in the first part of this thesis, in three dimensions a critical energy sep-
arates localized from extended states, unlike in one dimension where all states are
localized. Recently, B. Shapiro studied theoretically the diffusive expansion of a
BEC in a three-dimensional random potential, which takes place when disorder is
sufficiently weak [91]. Later, S. E. Skipetrov et al. addressed the same problem
but in the opposite situation where the disorder is strong and leads to Anderson
localization of the condensate [92].

Another interesting subject concerns the extent of mesoscopic correlations dis-
cussed in the second part of this thesis to the case of BECs expanding in random
potentials. As we saw in Chapter 6, a monochromatic wave propagating in a dis-
ordered medium generates a speckle pattern. From the fundamental point of view,
the case of a condensate expanding in a random potential is very similar. One can
therefore wonder if an equivalent of intensity speckle patterns exists for BECs, and
if yes, what are its properties? These questions are the central issue of Chapter 9.

Finally, in the study of BECs expanding in random potentials, interactions be-
tween atoms are often ignored in the theoretical treatment because they strongly
complicate the analysis. However, although in principle these interactions can be
made very small experimentally, they always exist and their precise role in the pres-
ence of disorder, particularly when strong, is still an open question. In Chapter 10,
we investigate the role of weak interactions on the expansion of a condensate.

Before considering BECs expanding in random potentials, it is useful to remind
a few basic facts concerning matter waves. The physics of the latter is a bit different
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from that of other waves that have been considered until now in this thesis. This is
the subject of the present chapter.

8.1 Bose-Einstein condensates

The purpose of this section is to remind some basic physics of Bose gases and
to introduce the main hypotheses and standard theoretical tools necessary for the
proper description of Bose-Einstein condensates in the presence of disorder. The
concepts developed in this section are very general and should be seen as a basis for
the understanding of the next chapters.

8.1.1 Quantum gases: elementary considerations

Quantum gases are systems of particles that cannot be described by classical Maxwell-
Boltzmann statistics but require a quantum mechanical treatment. For these sys-
tems, the thermal de Broglie wavelength λT =

√

2π~2/mkBT is much larger than
the interparticle distance n−1/3, where n = N/V is the atomic density of the gas of
N atoms in the volume V . Experimentally, quantum gases are obtained from alkali
atoms maintained in the state of vapor at very low temperatures.

The case of gases composed of bosons (particles with integer spin) is very pecu-
liar. In 1925, A. Einstein, on the basis of an article by S. N. Bose, published one year
earlier and dealing with photon gases, predicted the occurrence of a phase transition
in a gas of massive bosons. This phase transition corresponds to the macroscopic
occupation of a single quantum state at low temperatures T < Tc. Today, this phe-
nomenon is known as the “Bose-Einstein condensation”. A simple estimate of the
condensation temperature Tc can be obtained by requiring that λT is equal to n−1/3:

Tc ∼
~

2n2/3

mkB

. (8.1)

In the case of alkali atoms, condensation temperatures usually range from 100 nK
to a few µK. The first Bose-Einstein condensate of alkali atoms was experimentally
realized in 1995 by the teams of W. Ketterle at MIT [93] and E. Cornell and C.
Wiemann at Boulder [94] in vapors of Rubidium and Sodium (see Fig. 8.1). In 2001,
they were awarded the Nobel prize for this achievement. Since then, many other
atomic species have been condensed and Bose-Einstein condensation has become the
know-how of numerous laboratories.

8.1.2 Nonuniform and weakly interacting Bose-Einstein con-

densates

The phenomenon of Bose-Einstein condensation makes part of the natural behavior
of Bose gases at low temperatures. It is quite well understood in the ideal case of
a uniform gas (i.e., with constant density in space) of noninteracting atoms. More
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Figure 8.1: Velocity distribution (in false colors) of a cloud of 87Rb atoms above and
below the condensation temperature Tc, from [94]. For T > Tc, the distribution is
Maxwell-Boltzmann. Below Tc, atoms start condensing in the same quantum state
(blue-white ellipse) whose wave function has an anisotropy reflecting that of the
confining potential.

details on this subject can be found, for instance, in the book of L. Pitaevskii and
S. Stringari [95]. However, in practice, condensates are often produced in confining
optical potentials (called “traps”), where gases are naturally nonuniform. Besides,
atomic interactions are always present and may affect the properties of the gas. It is
therefore important to develop a theoretical playground for the description of these
more general situations. For the sake of simplicity, from here on we assume zero
temperature.

8.1.2.1 Hartree ansatz

In this thesis, we always assume that interactions between atoms are “not too
strong”. This situation is frequently encountered in practice, and allows for a mean-
field theoretical description of Bose-Einstein condensation. More quantitatively, the
condition of weak interactions can be written as

n−1/3 ≫ as, (8.2)

where as is the scattering length of the interaction potential. Condition (8.2)
amounts to say that the Bose gas is sufficiently dilute. Keeping this condition in
mind, the mean-field description of a Bose-Einstein condensate of N ≫ 1 atoms con-
sists in assuming that all atoms are described by the same wave function φ. In other
words, atoms are considered to be independent. This is the “Hartree ansatz” which
leads to the following expression for the N-particle wave function Θ(r1, . . . , rN) of
the gas:

Θ(r1, . . . , rN) =
N∏

i=1

φ(ri). (8.3)
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From this ansatz, one defines the “wave function of the condensate” as ψ =
√

Nφ. In
the following, we shall always refer to this quantity when speaking of the condensate.
ψ is normalized to the total number N of particles of the condensate:

∫

d3r|ψ(r)|2 = N. (8.4)

8.1.2.2 Gross-Pitaevskii equation

We have now all tools to introduce the stationary Gross-Pitaevskii equation which
governs the equilibrium behavior of a Bose-Einstein condensate in an external po-
tential Vext:

µψ(r) =

[−~
2

2m
∇

2
r + Vext(r) + g0|ψ(r)|2

]

ψ(r). (8.5)

Here g0 is the strength of interactions; in three dimensions, g0 = 4π~
2as/m. The

chemical potential µ is the energy needed to remove an atom from the conden-
sate. Notice that Eq. (8.5) is nothing but a stationary Schrödinger equation at
energy µ and with an additional nonlinear term. Its derivation from the Hartree
ansatz (8.3) is given in Appendix C. As an example of application of the stationary
Gross-Pitaevskii equation, we mention the — frequently encountered — case of a
condensate maintained in its equilibrium state by an external confining potential.
This problem is treated in Sec. 8.2.

Eq. (8.5) is a stationary equation. In some situations, however, one can be
interested in the dynamic behavior of a BEC. This happens, for instance, when a
condensate expands freely in an external random potential (this situation is also
considered in Sec. 8.2). In this case, the wave function of the condensate ψ(r, t)
depends on time and Eq. (8.5) must be replaced by the dynamic Gross-Pitaevskii
equation

i~∂ψ(r, t) =

[−~
2

2m
∇

2
r + Vext(r, t) + g0|ψ(r, t)|2

]

ψ(r, t). (8.6)

A derivation of this equation is given in Appendix C. Obviously, the total number
of atoms is conserved during the time evolution of the condensate:

∫

d3r|ψ(r, t)|2 = N. (8.7)

8.2 Bose-Einstein condensate expanding in a ran-

dom potential: a toy model

Experimentally, BECs are usually produced inside traps generated by means of
optical or magneto-optical techniques. In the experiments on BEC expansion in
random potentials, the trap is turned off and the condensate starts to expand in an
external optical random potential. Theoretical treatment of this problem requires
to solve the Gross-Pitaevskii equation (8.6) with Vext(r, t) = Vω(r, t) + V (r), where
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Vω is a harmonic potential of frequency ω describing the trap and V is the random
potential. The process of turning off of the trap is described by the time dependence
of Vω.

Unfortunately, solving Eq. (8.6) for this particular scenario is a formidable task
that is doomed to fail. To simplify the problem, it is convenient to make use of a
toy model which consists in separating the initial process of release from later stages
of expansion. This model was initially proposed in [96] in the context of Anderson
localization of BECs. We shall make use of it in the next two chapters. In this model,
the expansion scenario is divided in three distinct stages that describe, respectively,
the trapping of the BEC, the release process and finally the expansion in the random
potential. At the first stage, the condensate is in its equilibrium state inside the trap
Vω. No random potential is initially present, and atomic interactions are typically
strong. We assume this stage to take place at times t < 0. At time t = 0, the trap
is turned off and the second stage starts. For times t ≪ 1/ω, interactions mainly
drive the expansion of the condensate and the random potential can be neglected
(this stage is described in detail in Sec. 8.3). Finally, for times t ≫ 1/ω, the local
density of the condensate becomes low and the role of interactions is expected to
be negligible. Hence, interactions can be excluded from consideration. The three
stages are summarized in Fig. 8.2.

Figure 8.2: Toy model describing the expansion of a BEC produced in a trap
of potential Vω. At the stage 1, the BEC is in its equilibrium state inside the
trap. At t = 0 the trap is turned off and the BEC starts expanding. At this
stage, the expansion is driven by interactions and the random potential V (r) can be
neglected (stage 2). Finally, for times t ≫ 1/ω, interactions become negligible and
the expansion is driven exclusively by the random potential (stage 3).

8.3 Release of the condensate from the trap

Although the initial release process of the condensate from the trap (stages 1 and
2 of our previous discussion) is not the central issue in our study of Bose-Einstein
condensates, we detail it in this section because the knowledge of the state of the
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condensate in the beginning of stage 3 will be needed in the next chapters. More pre-
cisely, in this section we evaluate the momentum distribution of a freely expanding
BEC at t≫ 1/ω. This amounts to study the expansion of an interacting condensate
in a time dependent harmonic trap. This problem was investigated theoretically by
Y. Kagan et al. [97] and Y. Castin and R. Dum [98]. As discussed in Sec. 8.2, due
to the strong atomic interactions, the random potential can be neglected during this
stage.

8.3.1 Thomas-Fermi regime

Consider a BEC in its equilibrium state, trapped in a three-dimensional, symmetric
harmonic potential Vω(r) = mω2r2/2. The wave function ψ0(r)

1 of the condensate
then obeys the stationary Gross-Pitaevskii equation

µψ0(r) =

[−~
2

2m
∇

2
r + Vω(r) + g0|ψ0(r)|2

]

ψ0(r). (8.8)

We assume repulsive interactions inside the trap: g0 > 0. The interaction energy is
large as compared to the kinetic energy. Neglecting the kinetic term −~

2
∇

2
r/(2m)

in Eq. (8.8), we obtain

ψ0(r) =

√

µ− Vω(r)

g0
, (8.9)

when µ > Vω(r) and 0 otherwise. For a harmonic Vω(r), the density profile |ψ0(r)|2
has therefore the shape of an inverted parabola. Eq. (8.9) characterizes the local
equilibrium between the interaction energy, on the one hand, and the trap potential,
on the other hand, according to the relation

g0|ψ0(r)|2 + Vω(r) = µ. (8.10)

This Thomas-Fermi equilibrium is depicted in Fig. 8.3.
Let us now characterize the Thomas-Fermi regime a bit more precisely. In the

absence of interactions, the typical extent a0 of the condensate can be obtained by
applying the virial theorem to a condensate without interactions in its equilibrium
state in a harmonic trap. Requiring that the kinetic energy of an atom ∼ ~

2/(2ma2
0)

equals its potential energy ∼ mω2a2
0/2 we obtain a0 ∼

√

~/mω. In the Thomas-
Fermi regime, however, repulsive interactions are strong and one expects the typical
extent R0 of the condensate to be much larger than a0. R0 follows from Eq. (8.9):

R0 =

√

2µ

mω2
. (8.11)

Applying the condition R0 ≫ a0, we finally obtain

µ≫ ~ω, (8.12)

which is the fundamental inequality of the Thomas-Fermi regime.

1In this section, we add the subscript “0” to the wave function to indicate that we deal with
the initial process of the expansion scenario.
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Figure 8.3: Drawing of a Bose-Einstein condensate of chemical potential µ trapped
in a harmonic potential Vω(r), in the Thomas-Fermi regime characterized by the local
equilibrium between the interaction energy g0|ψ0(r)|2 and the harmonic potential.
In this regime, the typical extent of the condensate is R0, which is much larger than
its extent a0 in the absence of interactions.

8.3.2 Opening of the trap. Scaling

The process of opening of the trap is modeled by a time-dependent trap potential.
The Gross-Pitaevskii equation then reads

i~∂tψ(r, t) =

[−~
2

2m
∇

2
r + Vω(r, t) + g0|ψ(r, t)|2

]

ψ(r, t). (8.13)

A brutal turning off of Vω at t = 0 is described by

Vω(r, t) =
1

2
mω(t)2r2, (8.14)

with ω(t) = ω = const for t < 0 and ω(t) = 0 for t > 0. Although immediately after
the release from the trap, interactions are still strong, we cannot directly neglect
the kinetic term in Eq. (8.13) as in Sec. 8.3.1, because the interaction energy
g0|ψ(r, t)|2 is progressively converted into the kinetic energy during expansion. The
idea of [97, 98] is to make use of a unitary transformation of the wave function
including, notably, a scaling in r, in order to get rid of the kinetic term in Eq.
(8.13). By making such a transformation one obtains the following solution of Eq.
(8.13) (see Refs. [97, 98] for details):

ψ(r, t) = exp

[

−iβ(t) + imr2 λ̇(t)

2~λ(t)

]

ψ0 (r/λ(t))

λ(t)3/2
, (8.15)

where λ and β are two scaling functions that obey

β̇(t) =
µ

~λ(t)3
and λ̈(t) =

ω2

λ(t)4
, (8.16)

and ψ0 is the wave function at t = 0 given by Eq. (8.9). Eq. (8.15) shows that
the inverted parabola shape of the density profile is preserved during the expansion.
More important, solution (8.15) also preserves the normalization of the wave function
∫
d3r|ψ(r, t)|2 = N.
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8.3.3 Momentum distribution at long times

We are interested in the momentum distribution of the condensate at long times. Its
calculation requires the knowledge of the functions λ and β. Although Eqs. (8.16)
do not admit any analytical solutions, a numerical study indicates that at long times
t≫ 1/ω, λ(t) ≃

√

2/3ωt. Substituting this solution into Eq. (8.15), we obtain

ψ(k, t) = exp[−iβ(t)]

(
3

2ωt

)3/2 ∫

d3r ψ0

(√

3

2

r

ωt

)

exp

(
imr2

2t
− ik · r

)

. (8.17)

The integral over r can be evaluated by means of the stationary phase approximation.
At long times t≫ 1/ω, this gives the momentum distribution of the condensate that
we denote |φ0(k)|2:

|ψ(k, t≫ 1/ω)|2 = |φ0(k)|2 = |φ0(0)|2
(

1 − k2

2k2
µ

)

H
(

1 − k√
2kµ

)

, (8.18)

where we have introduced the wave number kµ =
√

2mµ/~2 at energy µ and the
Heaviside step function H.

Although we have considered a three-dimensional initial trap, Eq. (8.18) turns
out to be valid in any dimension. That is the reason why we have not detailed the
exact prefactor |φ0(0)|2 in front of the momentum distribution. This prefactor can
be readily obtained by making use of conservation of the total number of atoms
and depends on the dimensionality. In the following two chapters, we consider both
expansion in a waveguide of cross-section A (quasi one-dimensional geometry) and
expansion in an unbounded three-dimensional space. We have, respectively,

|φquasi-1D
0 (0)|2 =

6πNA

4
√

2kµ

and |φ3D
0 (0)|2 =

15π2N

2
√

2k3
µ

. (8.19)

8.4 Conclusion

In this introductory chapter we laid foundations of the theory of weakly interacting
Bose-Einstein condensates in the presence of an external potential, by introducing
the dynamic Gross-Pitaevskii equation. We also presented a theoretical toy model
allowing for a coherent description of experiments with BECs expanding in random
potentials: the condensate is produced in a trap (initial stage), from where it is
released. The expansion of the condensate can then be divided in two stages. At
the first stage the expansion is mainly driven by atomic interactions, whereas at
the second stage interactions become weak. The next two chapters will describe the
expansion of the condensate in the random potential starting from the moment in
time when interactions become negligible (Chapter 9) or weak (Chapter 10).

We end up this section with a few quantitative estimates. We introduced several
length scales throughout this chapter: the scattering length as of the interaction
potential, the extent a0 of a non-interacting trapped condensate, the extent R0 of a
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strongly interacting trapped condensate and the wave number kµ at energy µ (1/kµ

is sometimes called the healing length). Anticipating the next chapter, we can also
introduce the mean free path ℓ, the average distance between two scattering events
for an atom in the random potential. All these length scales typically order in the
following way:

as
︸︷︷︸

1 nm

≪ 1/kµ
︸︷︷︸

0.1 µm

≪ a0
︸︷︷︸

1 µm

≪ R0 ∼ ℓ
︸ ︷︷ ︸

10 µm

. (8.20)

Note in particular that, for a usual atomic density of 1015 cm−3, we have n−1/3 ∼
100 nm which is much larger than the scattering length. Condition (8.2) is thus
typically fulfilled in experiments with BECs2. Finally, in typical experiments the
expansion of the condensate lasts for a few seconds, and the time 1/ω after which
Eq. (8.18) applies is typically ∼ 30 ms.

2Except, of course, in those dealing with particularly strong interactions, like in [99], where the
authors observed the first hints suggesting a Bose-glass phase for a strongly interacting BEC in a
random potential.
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Armed with the considerations of Chapter 8 we can now get to the heart of the
matter and study the expansion of a Bose-Einstein condensate in a random potential.
In the present chapter we are interested in the statistical fluctuations of the atomic
density n(r, t) due to the randomness of the potential. Recently, P. Henseler and

111



112 Chapter 9. Matter-wave speckle patterns

B. Shapiro [100] showed that a BEC in a random potential is characterized by
a complicated, highly irregular density pattern reminiscent of what we know as
speckle in optics (see Chapter 6). According to Ref. [100], multiple scattering from
the potential completely randomizes n(r, t) and reduces the correlation length of
atomic speckle pattern to a value of the order of the healing length 1/kµ of the
initial trapped condensate, which is the minimal possible correlation length for a
coherent matter wave. The “matter-wave speckle pattern” is therefore a random
arrangement of small regions of high and low density. The short-range correlation
associated with this structure is called C1 by analogy with the case of classical waves
studied in Chapter 6. Physically, this correlation results from the scattering of
the condensate immediately preceding the observation and can thus be seen as a
diffraction-like effect. The key point is that, in principle, the macroscopic coherence
of the condensate should give rise to genuine interference effects that were ignored
in Ref. [100]. For classical waves, these correlations are long-range and are called C2.
The purpose of this chapter is to investigate these correlations in an expanding BEC
and to answer the following two questions: are these correlations still long-range
for BECs? Do they vary with time and how do they compare to the short-range
correlations introduced in Ref. [100]?

This chapter is divided in three parts. First, we introduce the model of random
potential and the quasi one-dimensional geometry. We then study the density pro-
file of a BEC during expansion in the random potential and discuss the notion of
“matter-wave speckle pattern” by calculating the short-range C1 density correlations
introduced in Ref. [100]. Finally, in the third part we develop the formalism which
allows us to analyze to the long-range C2 density correlations.

9.1 Preliminaries

9.1.1 Gross-Pitaesvkii equation

From here on, the origin of time is chosen at a time ≫ 1/ω after the release of the
condensate from the trap (see the toy model of Sec. 8.2), i.e. when the condensate
is sufficiently dilute and atomic interactions weak. As a consequence, in this chapter
we neglect atomic interactions. We shall come back to this assumption in Chapter
10.

For t > 0, the wave function of the condensate ψ(r, t) obeys the Gross-Pitaeskii
equation (8.6) which, in the absence of interactions, reduces to a linear Schrödinger
equation:

i~
∂ψ(r, t)

∂t
=

[

− ~
2

2m
∇

2
r + Vext(r)

]

ψ(r, t), (9.1)

with the initial condition ψ(r, t = 0) = φ0(r), where φ0 has been introduced in Sec.
8.3.3. The potential Vext(r) = V⊥(r) + V (r), where V (r) is the random potential
and V⊥(r) is a confining potential. Both are described in details in Secs. 9.1.2 and
9.1.3.



9.1. Preliminaries 113

It is important to understand the physical meaning of the chemical potential µ.
We saw in Chapter 8 that immediately after the release of the condensate from its
trap, µ is the typical energy of atomic interactions (Eq. (8.10)). When the trap
is turned off, this energy is converted into kinetic energy, until interactions become
negligible. Therefore, in this chapter, µ gives the typical kinetic energy of atoms.

9.1.2 Random potential

As in the first two parts of this thesis, we assume a white-noise Gaussian statistics
for the random potential (disorder) V (r). The correlation function of the random
potential reads [16]

V (r)V (r′) =
~

4π

m2ℓ
δ(r − r′). (9.2)

If this model has the merit of being simple from the theoretical point of view, it is
not well adapted to the direct description of experiments. That is the reason why at
the end of the chapter we shall also discuss the more physical case of the correlated
“speckle potential”. Note that the term “speckle” here comes from the fact that the
light beam used to produce the random potential is transmitted through a diffusive
plate and thus generates an optical speckle. It should not be confused with the
term “speckle” used throughout this chapter and referring to the random density
pattern generated by the expanding condensate itself. The correlation function of
the correlated speckle potential is given by [101]

V (r)V (r′) = v2
R

[
sin(|r− r′|/σR)

|r − r′|/σR

]2

, (9.3)

where vR and σR are the amplitude and the correlation length of the random poten-
tial, respectively. The limit vR → ∞ and σR → 0 with v2

Rσ
3
R = const = ~

4/(m2ℓ
√
π)

corresponds to the uncorrelated white-noise random potential (9.2). A typical real-
ization of the speckle potential is drawn in Fig. 9.1.

Figure 9.1: Drawing of a typical realization of the speckle potential as a function of
position (in one dimension for clarity). The amplitude vR and the correlation length
σR are indicated.
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z

d

0

Figure 9.2: Drawing of a BEC expanding in a three-dimensional random potential
and confined transversally to a waveguide of typical diameter d. We assume 2π/kµ ≪
d . ℓ.

9.1.3 Quasi one-dimensional geometry

The potential V⊥(r) that appears in Eq. (9.1) is used to confine the BEC in par-
ticular directions of space. In this chapter, we assume that when expanding in
the random potential, the condensate is constrained in a “tube” of diameter d and
transverse cross-section A = πd2/4. In experiments, this “tube” can be realized by
means of a confining optical or magneto-optical potential in the transverse direction.
For the sake of simplicity, V⊥(r) is chosen to be zero for r < d/2 and infinite for
r > d/21. This geometry is depicted in Fig. 9.2. The confining potential V⊥(r)
restricts the expansion of the BEC to a quasi one-dimensional waveguide:

2π/kµ ≪ d . ℓ. (9.4)

Eq. (9.4) is the matter-wave counterpart of Eq. (6.5) and carries the same physi-
cal meaning: the first inequality indicates that the condensate expands in a three-

dimensional space, whereas the second inequality imposes a one-dimensional diffu-
sion process along the longitudinal direction. In quasi one-dimensional geometry,
the localization length at energy µ is typically ξµ ∼ ℓ(kµd)

2. From this expression,
we immediately deduce that when kµd ≫ 1 (first inequality (9.4)), the localization
length much exceeds the mean free path. Therefore, the condensate starts to “feel”
the effects of Anderson localization only after an initial stage of diffusive expansion.
This is the main difference with recent experiments [87, 88, 89, 35, 90] which focused
on the purely one-dimensional case kµd ∼ 1 and ξµ ∼ ℓ.

To sum up, the condition (9.4) implies the following scenario: the condensate
expands by diffusion along the longitudinal direction until |z| ∼ ξµ ≫ ℓ before
it starts to be affected by the effects of Anderson localization. The macroscopic
expansion is one-dimensional along the z-direction, but at the microscopic scales
the atoms of the condensate see a fully three-dimensional random potential.

1In experiments [87, 88, 89, 35, 90], V⊥ is roughly harmonic, such that the transverse confining
tube resembles more a hyperboloid of weak curvature.
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9.2 Density speckle and average density profile

9.2.1 Density speckle pattern

When dealing with a Bose-Einstein condensate expanding in a random potential,
a natural quantity of interest is the atomic density n(r, t) = |ψ(r, t)|2. Due to the
random potential, this quantity is random, namely it rapidly fluctuates as a function
of position. It is convenient to decompose n in a sum of its statistical mean (over
many realizations of the random potential) n and its fluctuating part δn which is a
random function. For a given realization of random potential, the density profile n
typically looks like the blue curve depicted in Fig. 9.3. It fluctuates due to δn: this
profile is the “density speckle pattern”. On the contrary, the average density profile
n does not fluctuate. It is depicted by the smooth red curve in Fig. 9.3.

Figure 9.3: Typical density profile n(r, t) of the condensate (blue curve). The
speckle disappears when the average over realizations of disorder is taken (red curve).
The C1 part of the correlation function of density fluctuations is short-range and the
C2 part is long-range.

Generally speaking, the statistics of the random function δn can be characterized
by the two-point correlation function

δn(r1, t1)δn(r2, t2)

n(r1, t1) × n(r2, t2)
. (9.5)

Eq. (9.5) is the matter-wave counterpart of the intensity correlation function (6.4)
that we defined for classical waves. For the sake of simplicity, in the following we
restrict our consideration to the case t1 = t2 = t. Although the exact calculation of
this correlation function is hopeless, by analogy with Eq. (6.2.3), we can formally
decompose it in two parts C1 and C2 that are the zeroth and first order of perturbation
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theory in the strength of the random potential, respectively:2.

δn(r1, t)δn(r2, t)

n(r1, t) × n(r2, t)
= C1(r1, r2, t) + C2(r1, r2, t). (9.6)

Here we consider a slightly different situation than that studied in Chapter 6 for
classical waves. Indeed, now we are not interested in the speckle pattern observed in
transmission through the waveguide, but in the speckle pattern inside the waveguide.
In other words, we study correlations between points r1 and r2 inside the waveguide.
By analogy with previous works on optical speckle patterns [67, 102, 103, 104], C1

and C2 are expected to be short- and long-range, respectively. Here “short-” or
“long-range” refers to the range of the corresponding correlation function in space:
C1 is expected to be non-zero only for points r1 and r2 that are close to each other,
whereas C2 is expected to decay slowly with |r1−r2|. The role of C1 and C2 correlation
functions is illustrated in Fig. 9.3.

9.2.2 Average density profile of a BEC expanding in a quasi

one-dimensional waveguide

Let us first look at the average density profile n(r, t) = |ψ(r, t)|2 of an expanding
BEC in a waveguide. We start from the Gross-Pitaevskii equation (9.1). The wave
function of the condensate at time t and position r is given by

ψ(r, t) =

∫
dǫ

2π

∫

d3r′Gǫ(r, r
′)φ0(r

′)e−iǫt/~, (9.7)

where Gǫ is the Green’s function of Eq. (9.1). φ0(r) is the initial wave function of
the condensate (Sec. 8.18). The atomic density averaged over realizations of the
random potential then reads

n(r, t) = |ψ(r, t)|2 =

∫
dǫ1
2π

dǫ2
2π

∫

d3r1d
3r2Gǫ1(r, r1)G∗

ǫ2(r, r2) ×

×φ0(r1)φ
∗
0(r2)e

−i(ǫ1−ǫ2)t/~. (9.8)

The calculation of the four integrals in Eq. (9.8) requires the knowledge of the
product GG∗. In the weak disorder limit kµℓ ≫ 1 it is given by the diagram
depicted in Fig. 9.4. The gray part of this diagram represents, as usual, a sum of
ladder diagrams detailed in Fig. 3.2.

At large distances z ≫ ℓ and long times t≫ ℓ/vµ, where vµ = ~kµ/m is the ve-
locity of an atom with kinetic energy µ, n is independent of the transverse directions
x, y and Eq. (9.8) leads to [91, 100]

n(z, t) =

∫ ∞

−∞

dk

2π
|φ0(k)|2Cǫk

(z, t), (9.9)

2Note that this decomposition is not the end of the story since we saw in Chapter 6 that a
classical wave propagating in a disordered medium generates second-order C3 correlations as well.
These correlations should also exist for condensates. However, their role is still an open question.
They will not be considered in this chapter.
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Figure 9.4: Main diagram contributing to Gǫ1(r, r1)G∗
ǫ2(r, r2) in the weak disorder

limit. The solid and dashed lines represent Green’s functions Gǫ1 and G∗
ǫ2

, respec-
tively. The gray part connecting G and G∗ symbolizes a sum of ladder diagrams.
This sum is detailed in Fig. 3.2.

where ǫk = ~
2k2/(2m) and Cǫ(z, t) is the probability to find an atom of energy ǫ,

initially located at the origin, in the vicinity of r = (x, y, z) after a time t. The
physical interpretation of Eq. (9.9) is transparent. However, its complete derivation
from Eq. (9.8) is quite involved, and has been reported in Appendix D. The
“diffusion propagator” Cǫ has already been introduced in the first part of this thesis
for classical waves, as a solution of the diffusion equation (3.8). There is no difference
in the case of matter waves, and in the quasi one-dimensional geometry it is given
by

Cǫ(z, t) =
1

A
√

4πDǫt
exp

( −z2

4Dǫt

)

. (9.10)

As compared to Eq. (3.8) for the diffusion propagator CD, here we have dropped the
subscript “D” for clarity and introduced the energy argument ǫ to indicate that Cǫ

describes propagation of an atom of energy ǫ. In the same spirit, we have replaced
the subscript B in the Boltzmann diffusion coefficient DB by ǫ. For matter-waves,
this diffusion coefficient reads Dǫ = vǫℓ/3, where vǫ =

√

2ǫ/m is the velocity of
an atom of energy ǫ. We remind that the constant A in Eq. (9.10) refers to the
cross-section of the waveguide. Note that the fact that the average density profile
only depends on the longitudinal position z is inherent of the quasi one-dimensional
geometry: along the transverse directions x and y, n does fluctuate but n is uniform.

The explicit calculation of n(r, t) from Eqs. (9.9), (9.10) and (8.18) is straight-
forward and leads to:

n(z, t) =
N

A
√
Dµt

h1

(
z

Dµt

)

, (9.11)

where

h1(x) =
1

160
√

2







√

4
√

2

π
(96 + 2

√
2x− x2) exp

( −x
4
√

2

)

+

√
x(−120 + x2)

[

1 − erf

(√
x

4
√

2

)]}

, (9.12)

with erf(x) =
∫ x

0
exp(−u2)du. As the condensate expands, its typical size grows

with time according to 〈z2〉 =
∫
z2n(z, t)dz ≃ Dµt. The linear growth of 〈z2〉 with

time is typical for the diffusion process (this is a direct consequence of Eq. (2.1)).
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It is interesting to note that the expansion of the condensate is characterized by a
single parameter Dµ = vµℓ/3: all goes as if the condensate behaved like a single
atom of energy µ. Dµ can thus be regarded as the typical diffusion coefficient of the
condensate.

Figure 9.5: Ensemble-averaged atomic density n of a BEC expanding in a three-
dimensional random potential inside a quasi one-dimensional optical waveguide. The
main plot shows n as a function of time for three different distances z. The dashed
line is a 1/

√
t asymptote. The inset shows n as a function of z.

Profiles of atomic density are plotted as functions of z in the inset of Fig. 9.5.
In the main plot of Fig. 9.5 we show n as a function of time. The density reaches a
maximum at the “arrival time” tarrival ∼ z2/Dµ ∼ (ℓ/vµ)(z/ℓ)2 and decays as 1/

√
t

at long times t > tarrival. This long-time limit is the most interesting regime to which
we restrict our analysis from here on.

9.2.3 Validity of the analysis

As discussed in Sec. 9.1.3, in the waveguide geometry the localization length is given
by ξµ ∼ ℓ(kµd)

2, and it is much larger than the mean free path, if kµd ≫ 1. For
relatively short times, the typical extent of the condensate is much smaller than ξµ,
such that the diffusive approach developed in this chapter is valid. However, the
condensate expands along the z axis, and there exists some (long) time after which
it starts feeling the effects of Anderson localization. This happens when the typical
size of the condensate becomes of the order of the localization length ξµ. We have
seen in the previous section that the typical size of the condensate at time t is given



9.3. C1 and C2 correlation functions 119

by √

〈z2〉 ≃
√

Dµt. (9.13)

The condition
√

〈z2〉 ≃ ξµ leads to the following characteristic time after which the
diffusion approach breaks down and Anderson localization sets in:

tloc ∼
(
ℓ

vµ

)

(kµd)
4. (9.14)

In all the following reasonings, we shall assume that t < tloc. Interestingly, Eq.
(9.14) could have been obtained in yet another way, by noticing that the prediction
n → 0 for t → ∞ of Eq. (9.11) is wrong because at very long times, localization
“freezes” n at values of the order of N/(Aξµ). By comparing N/(Aξµ) with the
long-time limit of Eq. (9.11), one recovers the characteristic time tloc of Eq. (9.14).

9.3 C1 and C2 correlation functions

9.3.1 Diagrammatic approach

In general, the calculation of density correlation functions is a difficult problem
because it implies averaging a product of four wave functions over disorder. For
matter waves, the problem is even more complicated because it implies a summation
over energies of all atoms composing the condensate. From Eq. (9.7), the density
correlation function (9.6) writes in a very general form:

δn(r, t)δn(r′, t) =
1

(2π)4

∫ 4∏

j=1

d3rj dǫj e
− i

~
(ǫ1−ǫ2)t−

i
~
(ǫ3−ǫ4)t

K (r, t; r′, t′; {rj} , {ǫj})φ0(r1)φ
∗
0(r2)φ0(r3)φ

∗
0(r4), (9.15)

where the six-point kernel K is given by the connected part of a product of four
Green’s functions, averaged over disorder:

K = Gǫ1
(r, r1)G∗

ǫ2
(r, r2)Gǫ3

(r′, r3)G∗
ǫ4

(r′, r4)

− Gǫ1(r, r1)G∗
ǫ2(r, r2) ×Gǫ3(r

′, r3)G∗
ǫ4(r

′, r4). (9.16)

We stress that by writing Eqs. (9.15) and (9.16) we do nothing else than multiplying
four wave functions (9.7). These equations are therefore still very general. Physi-
cally, density correlations result from interference processes between four scattering
paths. These processes are encoded in the kernel K. In the next two sections, we
consider C1 and C2 parts of the correlation function.

9.3.2 Short-range C1 correlation

We now consider the short-range part C1 of the density correlation function (9.6).
The physical process leading to C1 involves four scattering paths that propagate in
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independent pairs. Therefore, in some sense C1 does not really describe a genuine
interference effect. The diagram of Fig. 9.6 gives the main contribution K1 to the
kernel K. By substituting the diagram K1 into Eq. (9.15) we obtain:

Figure 9.6: Diagram contributing to C1. The meaning of lines and symbols is the
same as in Fig. 9.4.

C1(r, r
′, t) =

∣
∣
∣
∣

∫
dǫ1
2π

dǫ4
2π

∫

d3r1d
3r4e

− i
~
(ǫ1−ǫ4)tGǫ1(r, r1)G∗

ǫ4(r
′, r4)φ0(r1)φ

∗
0(r4)

∣
∣
∣
∣

2

n(r, t)n(r′, t)
.

(9.17)
The calculation of the numerator of Eq. (9.18) is very similar to the calculation of
n. The result is

C1(r, r
′, t) =

∣
∣
∣
∣

∫ ∞

−∞

dk

2π
Cǫk

(z, t)
sin(k∆r)

k∆r
exp

(−∆r

2ℓ

)

|φ0(k)|2
∣
∣
∣
∣

2

n(z, t)n(z′, t)
, (9.18)

where ∆r = |r − r′|. Densities at points r and r′ appearing in the denominator of
Eq. (9.18) are given by Eq. (9.11). The integral of the numerator has no analytical
expression. It has to be evaluated numerically. C1 is plotted in Fig. 9.7 as a
function of ∆r. The correlation falls to zero for very short distances ∆r ∼ 1/kµ.
Physically, this proves the very existence of the density speckle, consisting of an
irregular pattern made of small regions of high and low density. The typical speckle
size is 1/kµ, the decay length of the correlation function. Surprisingly, C1 does
practically not vary with time. This means that the typical speckle size remains
unchanged as the condensate expands!

9.3.3 Long-range C2 correlation

The long-range part of the correlation function — C2 — can be obtained by using
a next-order contribution to K: K2 given by the diagram depicted in Fig. 9.8.
This diagram represents an interference process between four matter waves that
propagate in pairs to some point, where they interchange partners before continuing
to the measurement points r and r′. A proper treatment of such a crossing of wave
paths is guaranteed by the use of the Hikami box diagram — the H box in Fig. 9.8
— that has been introduced in Chapter 3. From Fig. 9.8, we find
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Figure 9.7: C1 correlation function as a function of the distance ∆r = |r−r′| between
two points r and r′. The typical decay length is 1/kµ. This profile is independent
of time.

K2 = H(r5, r6, r7, r8) ×Gǫ1(r1, r8)G∗
ǫ4(r4, r8) ×Gǫ3(r3, r6)G∗

ǫ2(r2, r6) ×
Gǫ1(r, r5)G∗

ǫ2(r, r5) ×Gǫ3(r
′, r7)G∗

ǫ4(r
′, r7). (9.19)

For matter waves, the Hikami box reads [16]

H(r5, r6, r7, r8) = δ(r5 − r6)δ(r6 − r7)δ(r5 − r7)
ℓ5m3

3π~3ǫ1
∇r5

· ∇r7
. (9.20)

Substituting Eq. (9.19) into Eq. (9.15) and making use of Eq. (9.20), we obtain

δn(r, t)δn(r′, t) =
1

(2π)4

∫

d3r′′
4∏

j=1

dǫjd
3rj e

− i
~
(ǫ1−ǫ2)t−

i
~
(ǫ3−ǫ4)t ×

∇r′′

[

Gǫ1(r1, r′′)G∗
ǫ4(r4, r′′)

]

· ∇r′′

[

Gǫ3(r3, r′′)G∗
ǫ2(r2, r′′)

]

×

Gǫ1(r, r
′′)G∗

ǫ2
(r, r5) ×Gǫ3(r

′, r′′)G∗
ǫ4

(r′, r′′)φ(r1)φ
∗(r2)φ(r3)φ

∗(r4). (9.21)

After some algebra, Eq. (9.21) becomes

δn(r, t)δn(r′, t) =
2πℓ~2A

3m2(2π)4

∞∫

−∞

dz1

[
2∏

j=1

dkj dΩj |φ(kj)|2 Pǫkj
(z1,Ωj)

]

× ∂z1
Cǫ−(z − z1,Ω−)∂z1

Cǫ+(z′ − z1,Ω+)e−i(Ω++Ω−)t, (9.22)

where ǫ± = [ǫk1
+ ǫk2

± ~(Ω1 −Ω2)/2]/2 and Ω± = ±(ǫk1
− ǫk2

) + (Ω1 + Ω2)/2. Here
we have introduced the three-dimensional diffusion propagator

Cǫ(z,Ω) = exp(− |z|
√

−iΩ/Dǫ)/2A
√

−iΩDǫ, (9.23)
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Figure 9.8: Diagram for the kernel K2 generating the long-range correlation function
of density fluctuations C2. Lines and symbols have the same meaning as in the
diagrams of Fig. 9.4. H is the Hikami box whose expression is given in the main
text.

which is nothing but the Fourier transform of Eq. (9.10) with respect to time.
At first sight, the physical meaning of Eq. (9.22) is not at all obvious. The

multiple integral is difficult to perform due to the complicated coupling between
energies and momenta. However it can be evaluated numerically by means of the
Monte-Carlo integration technique, and allows for partial analytical analysis in some
special cases, as we now show.

9.3.3.1 Variance of the atomic density

The simplest quantity that Eq. (9.22) allows us to study is the correction to the
(normalized) variance of the atomic density fluctuations:

δn2(r, t)

n2(r, t)
= C1(r, r, t)
︸ ︷︷ ︸

=1

+C2(r, r, t). (9.24)

The C2 term in Eq. (9.24) follows from Eq. (9.22) and can be conveniently written
as

C2(r, r, t) =
2

k2
µA
√
kµℓ

c(ζ, τ), (9.25)

Here we have introduced dimensionless variables ζ = z
√
kµℓ/ℓ and τ = tµ/~ that

feature natural spatial and temporal scales of the problem. A combinatorial factor
2 has been added. The dependence of C2 on position ζ and time τ appears to be
given by a universal function c(ζ, τ) that does not depend on any parameters of the
problem. We plot this function in Fig. 9.9 for three fixed values of τ . It is quadratic
in ζ for small ζ ≪ τ 1/4: c(ζ, τ) ≃ A1τ

3/4[1 − A2(ζ/τ
1/4)2] and decays as A3τ/ζ for
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ζ ≫ τ 1/4. Here A1 ≃ 6.3, A2 ≃ 0.3 and A3 ≃ 1.9 are constants that have to be
calculated numerically.

c(ζ, τ) grows with time as τ 3/4 for ζ ≪ τ 1/4 as we also show in the inset of
Fig. 9.9. This amplification of c(ζ, τ) with time can make C2 significant for large
τ , despite the small prefactor in front of c in Eq. (9.25). In particular, C2(r, r, t)
becomes of order 1 (i.e., of the same order as C1) for

t ∼ (ℓ/vµ)(kµd)
8/3(kµℓ)

−1/3, (9.26)

which is still smaller than the localization time tloc that limits the validity of our
analysis (see Sec. 9.2.3).

Figure 9.9: Position dependence of the correction c to the variance of atomic density
in an expanding BEC for three different times τ = tµ/~. The dimensionless distance
is ζ = z

√
kµℓ/ℓ. The dashed lines show analytic results A1τ

3/4[1 − A2(ζ/τ
1/4)2]

(small ζ) and A3τ/ζ (large ζ) for τ = 3 × 104. The numerical constants A1, A2

and A3 are given in the text. The inset shows the time dependence of c for a given
(small) ζ = 0.4.

9.3.3.2 Correlation between distant points

We now treat the particular case of correlations of density at two points symmetric
with respect to the origin: z = −z′ = ∆z/2 ≫ ℓ. The result is expected to be
qualitatively similar for any sufficiently distant z and z′ of opposite sign. Eq. (9.22)
yields

C2(r, r
′, t) =

1

k2
µA
√
kµℓ

c2(∆ζ, τ). (9.27)
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We show c2 in Fig. 9.10 as a function of ∆ζ for three different times. For small dis-
tances ∆ζ ≪ τ 1/4, the correlation decays linearly with ∆ζ : c2(∆ζ, τ) ≃ A1τ

3/4(1 −
A4∆ζ/τ

1/4), where A4 ≃ 2. At ∆ζ ∼ τ 1/4, it becomes negative and reaches a min-
imum. For longer distances ∆ζ ≫ τ 1/4, c2 remains negative whereas its magnitude
decays only algebraically: c2 ≃ −A5τ/∆ζ with A5 ≃ 1.2. In addition to having long
range is space, C2 correlation grows in magnitude with time (see the inset of Fig.
9.10), similarly to the variance of δn. This property should facilitate its experimental
observation.

Figure 9.10: Long-range correlation function c2 versus dimensionless distance ∆ζ =
2ζ (solid lines) for three different times τ = tµ/~. The dashed lines show asymptotes
A1τ

3/4(1−A4∆ζ/τ
1/4) and −A5τ/∆ζ for τ = 3× 104. The numerical constants A1,

A4 and A5 are given in the text. The inset shows the time dependence of the
correlation for ∆ζ = 0.8.

Negative correlations of atomic density in an expanding BEC could be antici-
pated from the conservation of atom number N which implies

∫
d3rδn(r, t)δn(r′, t) =

0 and thus requires that the integrand must change sign. (Note that Eq. (9.22) obeys
this condition exactly.) The important result of our work is to show that negative
correlations occur at large distances between points r and r′ and that they become
increasingly important as the condensate expands. Negative correlations of similar
origin were predicted to exist in reflection of waves from a thick disordered slab [105].
The analysis of long-range correlations introduces a new characteristic length scale
ζ∗ ∼ τ 1/4 or z∗ ∼ (Dµt · ℓ/kµ)

1/4 which is much smaller than the root mean square
size of the condensate 〈z2〉1/2. It determines the typical separation between two
points, situated symmetrically with respect to the initial location of the condensate,
at which density correlations change sign.
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9.3.3.3 Physical interpretation of C1 and C2

From the calculation of C1 and C2, we can refine the qualitative scenario of condensate
expansion given in the beginning of the chapter (Fig. 9.3). During the expansion,
the randomness of the potential makes the density of the condensate fluctuate at
short length scales, and these fluctuations do not vary in time. At short times after
the beginning of the expansion, the effect of C2 is weak and correlations between
different points of the condensate are mainly given by C1. After a certain time,
however, distant points start to be anti-correlated (C2 becomes negative). This
anti-correlation may show up through a random displacement of the center of mass
M of the condensate. Since the magnitude of C2 increases with time, we expect
this displacement to increase as well. We can estimate the mean-square amplitude
〈z2

CM〉 =
∫
d3r
∫
d3r′zz′δn(r, t)δn(r′, t) of this random displacement by identifying it

with the distance ∆z at which C2 become negative. We thus deduce
√

〈z2
CM〉 ∝ t1/4.

This scenario is illustrated in Fig. 9.11.

Figure 9.11: Drawing of the density speckle pattern (blue curve) at a given time.
The average density profile of the condensate is indicated in red. C1 describes the
short-range density fluctuations that do not vary with time. C2 describes the random
displacement of the center of mass M of the condensate. The root mean-square
amplitude

√

〈z2
CM〉 of this random displacement (inset) grows with time as t1/4.

9.4 Conclusion

We investigated the structure of the density speckle pattern generated by a Bose-
Einstein condensate expanding in a disordered waveguide. Our study showed that
this structure is very different from that of a typical intensity speckle pattern pro-
duced, for instance, by a monochromatic light propagating in a disordered medium.
Even though at short length scales the density speckle pattern n(r, t) is made of
small independent spots, the macroscopic coherence of the condensate imposes cor-
relations between distant points, enhanced at long times. As a consequence, the
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density speckle pattern appears to have a much more complex and nontrivial spatial
structure than just a random arrangement of small regions of high and low density.
One may interpret the long-range correlations as a sign of random displacement of
the center of mass of the condensate, growing with time.

Although in the present chapter we considered the uncorrelated, white-noise ran-
dom potential, our results can be generalized to correlated potentials in a standard
way [101]. In the first approximation, it is sufficient to replace the scattering mean
free path by the transport mean free path ℓB at energy µ. For the speckle potential
(Eq. (9.3)), the latter is given by

ℓB =
3kµ~

4

2πm2v2
Rσ

2
R

. (9.28)

We estimate that the long-range correlations should be directly observable under
conditions of the experiment of Ref. [35] with a three-dimensional random potential
and a slightly weaker transverse confinement of the condensate.
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In the previous chapter we studied the diffusive expansion of a Bose-Einstein con-
densate in a quasi one-dimensional waveguide and discussed the structure of the
density speckle pattern. Atomic interactions were neglected during expansion. At
long times, the assumption of negligible interactions is known to be true in the ab-
sence of disorder [95]. At first sight, the same assumption seems also legitimate in
the presence of a random potential because the condensate gets increasingly dilute
during the expansion process. Therefore, provided that the disorder is weak enough,
the neglect of interactions seems to be a good approximation.

In the presence of a random potential, the assumption of negligible role of in-
teractions was validated by numerical simulations in one dimension [96]. However,
even in one dimension, no consensus on the effect of interactions on the expan-
sion of BECs exists. Indeed, recent works suggest that even weak interactions may
significantly affect the expansion of a condensate for a sufficiently strong disorder
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[106, 107]. In higher dimensions and, especially, in three dimensions, there is neither
analytical nor numerical work about this issue.

In this last chapter on Bose-Einstein condensates, we consider the expansion of
a BEC in a three-dimensional random potential, in the absence of any confinement.
Note that, in contrast to the case of the waveguide studied in Chapter 9, in three
dimensions a critical energy separates localized from extended states (see the first
part of the thesis). This leads to Anderson localization of the condensate under
certain conditions. A systematic study of this issue was proposed recently by S. E.
Skipetrov et al. [92]. Somewhat earlier, diffusive expansion of a BEC in a three-
dimensional random potential was studied by B. Shapiro [91], neglecting effects of
Anderson localization. In these works, however, atomic interactions were ignored
during the expansion of BEC.

In this chapter, we put forward the first analytical study of nonlinear corrections
due to atomic interactions to the density of a BEC expanding in a three-dimensional
random potential. We make use of a perturbative approach in the interaction pa-
rameter g0 of the dynamic Gross-Pitaevskii equation (8.6), and neglect Anderson
localization. Therefore, we are interested in the effect of interactions on the diffusive

expansion of the condensate.
The chapter is organized as follows. First, we introduce the main lines of our

perturbative approach starting from the Gross-Pitaevskii equation. Second we detail
the behavior of the average atomic density as a function of the amount of disorder,
which allows us to define the limits of validity of the diffusion theory. Third, we
calculate explicitly the first-order nonlinear correction to the average atomic density
at long times. The effect of interactions on expansion, as well as the range of validity
of our approach, are discussed in detail.

10.1 Perturbative treatment

Consider a weakly interacting Bose-Einstein condensate of N ≫ 1 atoms of mass
m expanding in a three-dimensional random potential V (r). Again, the origin of
time is chosen within the third stage of the toy model described in Chapter 8, which
ensures that interactions are not too strong. As in Chapter 9, we calculate the
density profile of the condensate, but this time without neglecting interactions. We
still assume that the random potential follows a white-noise Gaussian statistics:
V (r)V (r′) = (~4π/m2ℓ)δ(r − r′), where ℓ is the mean free path and the overline
denotes averaging over realizations of the random potential. We treat the condensate
in the framework of the dynamic Gross-Pitaevskii equation that we recall below:

i~
∂ψ

∂t
=

[

− ~
2

2m
∇

2
r + V (r) + g0|ψ|2

]

ψ. (10.1)

Here ψ(r, t) is the wave function of the condensate and g0 = 4π~
2as/m is the strength

of interactions, with as the scattering length. Note that the following reasoning is
valid for both repulsive (as > 0) and attractive (as < 0) interactions. By Fourier
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transforming Eq. (10.1) with respect to time, we obtain

[

−ǫ− ~
2

2m
∇

2
r + V (r)

]

ψǫ(r) + g0

∫ ∞

−∞

dǫ1
2π

∫ ∞

−∞

dǫ2
2π

ψǫ1(r)ψ
∗
ǫ2

(r)ψǫ−ǫ1+ǫ2(r) = 0.

(10.2)
Here ψǫ(r) =

∫
dtψ(r, t) exp(iǫt/~). To describe the effect of weak interactions

(|g0| ≪ 1) on the expansion of the condensate, we make use of perturbation theory

and write ψǫ(r) = ψ
(0)
ǫ (r) + δψǫ(r), where |δψǫ| ≪ |ψ(0)

ǫ |. A precise condition of
validity of this approach will be given later on (see Sec. 10.3.2). In the following, the
superscript (0) will refer to quantities free of interactions. Inserting this expression
into Eq. (10.2) and keeping only the lowest-order terms in δψǫ and g0, we find that

ψ
(0)
ǫ obeys the linear Schrödinger equation

[

−ǫ− ~
2

2m
∇

2
r + V (r)

]

ψ(0)
ǫ (r) = 0, (10.3)

whereas the first-order term δψǫ satisfies

[

−ǫ− ~
2

2m
∇

2
r + V (r)

]

δψǫ(r) = g0

∫ ∞

−∞

dǫ1
2π

∫ ∞

−∞

dǫ2
2π

ψ(0)
ǫ1

(r)ψ(0)∗
ǫ2

(r)ψ
(0)
ǫ−ǫ1+ǫ2(r).

(10.4)
Eqs. (10.3) and (10.4) form the basis for studying the behavior of the time-dependent
ensemble-averaged atomic density n̄(r, t) = |ψ(r, t)|2. By expanding n̄ and keeping
only the lowest-order terms in δψ, we readily obtain

n̄(r, t) ≃ n̄(0)(r, t) + ∆n(r, t), (10.5)

where n̄(0)(r, t) = |ψ(0)(r, t)|2 is the atomic density in the absence of interactions and

∆n(r, t) = 2Re[ψ(0)∗(r, t)δψ(r, t)] is the first-order correction to n̄, with ψ(0)(r, t)

and δψ(r, t) the Fourier transforms of ψ
(0)
ǫ (r) and δψǫ(r), respectively. The next two

sections are devoted to the separate study of n̄(0) and ∆n.

10.2 Expansion in the absence of interactions

In this section we derive the average density profile n̄(0)(r, t) free of interactions, in
three dimensions. Here the situation is a bit more complicated than in the quasi one-
dimensional waveguide of Chapter 9 because we know that in three dimensions, a
critical energy ǫc separates localized states from extended ones. A part of atoms may
propagate by diffusion in the random potential, whereas another part may remain
localized in a small region of space. S. E. Skipetrov et al. [92] showed that in three
dimensions, the behavior of the atomic density is controlled by a single parameter,
equal to the ratio of the chemical potential µ to the critical energy ǫc = ~

2/(2mℓ2):

µ

ǫc
= (kµℓ)

2. (10.6)
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When kµℓ ≫ 1, one expects that the condensate expands mostly by diffusion,
whereas when kµℓ is of the order of one, localization effects become important.
The case of kµℓ ≫ 1 was studied by B. Shapiro in 2007 [91] whereas the opposite
situation kµℓ ∼ 1 was studied by S. E. Skipetrov et al. in 2008 [92]. In this section,
we give a detailed study of the cross-over between the regimes of weak disorder
kµℓ≫ 1 and Anderson localization kµℓ ∼ 1, which was not clearly identified in Refs.
[91] and [92].

10.2.1 Diffusive expansion

Let us first assume that kµℓ → ∞, which amounts to say that the condensate
expands purely by diffusion, since the critical energy is zero according to Eq. (10.6).
In the absence of interactions, the reasoning is exactly the same as in Sec. 9.2.2 of
Chapter 9. The wave function of the condensate at time t and position r is given by

ψ(0)(r, t) =

∫
dǫ

2π

∫

d3r′Gǫ(r, r
′)φ0(r

′)e−iǫt/~, (10.7)

where Gǫ is the Green’s function of Eq. (10.3). As in Chapter 9, we consider large
distances r ≫ ℓ and long times t ≫ (ℓ/vµ), where vµ = ~kµ/m is the velocity of an
atom with kinetic energy µ. The mean free time ℓ/vµ separates the ballistic regime
t . ℓ/vµ from the multiple scattering one t ≫ ℓ/vµ. In the latter case, the atoms
are scattered many times on the random potential. Under these assumptions, we
derive (see Appendix D for the detailed calculation):

n̄(0)(r, t) = |ψ(0)(r, t)|2 =

∫
d3k

(2π)3
|φ0(k)|2Cǫk

(r, t). (10.8)

Eq. (10.8) is the counterpart of Eq. (9.9) in three dimensions. Here Cǫ(r, t) =
exp(−|r − r′|2/4Dǫt)/(4πDǫt)

3/2 is the diffusion propagator in three dimensions for
a particle with energy ǫ. The initial momentum distribution of the condensate
|φ0(k)|2 is given by Eq. (8.18). The calculation of the integral in Eq. (10.8) is
straightforward and leads to:

n̄(0)(r, t) =
N

(Dµt)3/2
h2

(

r2

√
Dµt

)

, (10.9)

where

h2(x) =
1

358423/4π3/2

{

(640 − 256
√

2x− 4x2 +
√

2x3) exp

( −x
4
√

2

)

−21/4
√
πx3/2(−280 + x2)

[

1 − erf

( √
x

√

4
√

2

)]}

. (10.10)

As for the quasi one-dimensional case, in three dimensions the density profile is
controlled by a single parameter Dµ = vµℓ/3, which can be regarded as the typical
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diffusion coefficient of the condensate. We plot the density profile in Fig. 10.1 as a
function of time for three different distances r. In three dimensions, n̄(0)(r, t) decays
as t−3/2 in the long time limit t ≫ tarrival, where tarrival ∼ r2/Dµ ∼ (ℓ/vµ)(r/ℓ)

2 is
the “arrival” time at which the density reaches the maximum.

Figure 10.1: Ensemble-averaged atomic density n̄(0)(r, t) of a BEC expanding with-
out interactions in a three-dimensional random potential, in the regime of weak
disorder kµℓ≫ 1, as a function of time and for three different distances r = |r| from
the initial location of the condensate. The dashed line is a 1/t3/2 asymptote. The
time is in units of tarrival, such that all maxima fall in the same abscissa.

10.2.2 Anderson localization

Eq. (10.9) describes a purely diffusive expansion and does not include the effects
of Anderson localization. When kµℓ is finite, a part of atoms inside the condensate
start to “localize”. For them, diffusion theory is not valid anymore. What happens
then with the atomic density? This question was raised in Ref. [92], where the
authors studied the atomic density for values of kµℓ of the order of one. Here we
summarize their result and make a link with the diffusive calculation of Sec. 10.2.1.

For t > tarrival and moderate values of kµℓ, the authors of Ref. [92] found that
n̄(0) ∝ 1/t for t > tarrival, in contrast to the t−3/2 behavior discussed above. When
kµℓ is increased, the 1/t decay is expected to cross over to the 1/t3/2 decay typical for
diffusion. To illustrate this cross-over, we plot n̄(0)(r, t) including localization effects
in Fig. 10.2 for three values of kµℓ and for r = 10ℓ (three upper curves, orange, green
and blue). These curves are obtained from the self-consistent theory of Anderson
localization discussed in the first part of the manuscript. We do not give here the
details of this calculation, which is not the central issue of this chapter. They can
be found in Ref. [92]. The lower red curve in Fig. 10.2 is obtained from Eq. (10.9),
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i.e. by neglecting Anderson localization effects. For kµℓ = 3, a significant fraction of

Figure 10.2: Ensemble-averaged atomic density n̄(0)(r, t) of a BEC expanding with-
out interactions in a three-dimensional random potential, for three different values
of the disorder parameter kµℓ and for r = 10ℓ (orange, green and blue upper curves).
Here, unlike Fig. 10.1, the effects of Anderson localization are fully taken into ac-
count. For moderate values of kµℓ, the curves exhibit first a 1/t decay and then
saturation at some constant value. When kµℓ ≫ 1, the atomic density exhibits a
1/t3/2 decay, before saturating at very long times as well. The red lower curve is
obtained from Eq. (10.9), i.e. by neglecting Anderson localization effects.

atoms is localized. Right after the maximum of n̄(0), all diffusive atoms have already
flown away and n̄(0) ∝ 1/t. For weak disorder (kµℓ = 30 in Fig. 10.2), the situation
is very different: most atoms of the condensate propagate diffusively. Therefore,
the atomic density exhibits a 1/t3/2 decay characteristic for diffusion. Whatever
kµℓ however, at very long times the atomic density saturates at a constant value

n̄
(0)
loc ∼ u(kµℓ)(N/r

3)(ℓ/r)1/ν , where ν is the critical exponent of the localization
transition, and u(kµℓ) ∝ 1/(kµℓ)

3 for kµℓ ≫ 1 and u(kµℓ) ∝ const for kµℓ ≪ 1.
This saturation has been also pointed out in Ref. [92]. Roughly, the 1/t behavior
is due to anomalously diffusing atoms, that is atoms of energy ǫ ∼ ǫc, whereas the
saturation at long times is due to strongly localized atoms of energy ǫ < ǫc.

We can estimate the time after which the diffusive approach of Sec. 10.2 breaks
down by requiring that the saturation value n̄

(0)
loc is smaller than the limit n̄

(0)
dif ∼

N/(Dµt)
3/2 of Eq. (10.9) at long times t≫ tarrival. This yields

tloc ∼ (ℓ/vµ)(r/ℓ)2(1+1/3ν)(kµℓ)
2 (10.11)

as the maximum time at which diffusion model can be applied. When kµℓ≫ 1 and
r ≫ ℓ, tloc is always much larger than tarrival and the diffusion model is hence valid
in a broad time interval.



10.3. Nonlinear correction to the atomic density 133

To sum up, for kµℓ ≫ 1, the condensate behaves diffusively (n̄(0) ∝ t−3/2) until
t = tloc, and beyond localization effects start to “freeze” the density profile at
n(0) = n̄

(0)
loc. The conditions kµℓ ≫ 1 and t ≪ tloc will be assumed throughout the

remainder of the chapter, i.e. we shall neglect Anderson localization effects.

10.3 Nonlinear correction to the atomic density

We are now interested in the first-order nonlinear correction ∆n to the density profile
(Eq. (10.5)). We first discuss the effect of interactions on the mean free path, and
then develop a diagrammatic approach for calculating ∆n.

10.3.1 Mean free path

It should be noted that the mean free path ℓ is, in principle, modified in the presence
of interactions. However, in the following we shall neglect the nonlinear corrections
to ℓ. This approximation is legitimate in the limit of long times, as we now show by
making use of a criterion initially developed in [108] for classical waves.

The mean free path is weakly affected by interactions provided that the scattering
on the effective potential g0|ψ(r, t)|2 = g0n(r, t) is weak as compared to the scattering
on the random potential. In other words, the mean free path ℓ(1) associated with
the effective potential g0n(r, t) should be much larger than the mean free path ℓ
associated with the random potential. In Born approximation, the mean free path is
obtained from the Fourier transform B(k) of the correlation function of the random
potential [16]. For a random potential V (r) with V (r)V (r′) depending only on r−r′,
the mean free path ℓ is given by

1

ℓ
=

2πν0

~vµ

〈B(k − k′)〉θ, (10.12)

where ν0 = mkµ/2π
2
~

2 is the density of states at energy µ. 〈. . . 〉θ = 1/(4π) ×
∫ π

0
(. . . )2π sin θdθ denotes averaging over directions of k′ (see Fig. 10.3).

Figure 10.3: Wavevectors k and k′.

In order to make use of Eq. (10.12) for calculating ℓ(1), we need to know the
correlation function g2

0δn(r, t)δn(r′, t). This correlation function can be approxi-
mated by the short-range “C1” correlation function of density, which was discussed
in Chapter 9. We neglect here the contribution due to the long-range “C2” part
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of the density correlation function. This would be questionable for a condensate
expanding in a quasi one-dimensional waveguide where, as we saw in Chapter 9,
C2 dominates at long times. However, the situation is different in three dimensions
in the absence of any confinement, where we expect C2 to decay with time. In-
deed, let us consider a quasi-monochromatic wave pulse emitted from some point in
an unbounded three-dimensional disordered medium. A straightforward calculation
similar to that of Chapter 9 yields C2 ∝ (1/t2)/(kℓ)2 in the limit of long times. C2

is therefore negligible with respect to C1.
From Ref. [100] and Chapter 9, we have the following approximate result for C1:

δn(r, t)δn(r′, t) ≃ 2πℓ

k2
µ

n̄(0)(r, t)2δ(r − r′), (10.13)

where n̄(0)(r, t) ≃ N/(Dµt)
3/2 for t≫ tarrival. We therefore obtain from Eq. (10.12)

ℓ(1) ≃ (~4π/m2)(k2
µ/2πℓ)(Dµt)

3/(g2
0N

2). (10.14)

The condition ℓ(1) ≫ ℓ then gives

t≫ t1 = p
2/3
0

(
ℓ

vµ

)
1

(kµℓ)1/3
, (10.15)

where we have introduced a dimensionless parameter p0 = asN/ℓ
√
kµℓ that includes

both interaction and disorder strengths. At this point, it is sufficient to keep in
mind that in the weak disorder limit and under conditions of typical experiments,
p0 ≪ 1. For instance, with the data from Refs. [35] and [88], we estimate p0 ∼
10−2. Therefore, the characteristic time t1 is much smaller than ℓ/vµ, such that the
criterion (10.15) is automatically satisfied for long times t≫ ℓ/vµ.

10.3.2 Diffusion coefficient

We now consider ∆n(r, t). From Eq. (10.4) we obtain

δψ(r, t) =

∫
dǫ

2π

∫

d3r′Gǫ(r, r
′)S(r′)e−iǫt/~, (10.16)

where S(r′) is the right-hand side of Eq. (10.4) evaluated at r′. Combining Eqs.
(10.7) and (10.16) we obtain

∆n(r, t) = 2Re
[

ψ(0)∗(r, t)δψ(r, t)
]

= 2Re

[
g0

(2π)4

∫ 4∏

j=1

dǫjd
3rjd

3r′e(−i/~)(ǫ1−ǫ2)tK(r, t; r′, {rj}, {ǫj})

×φ0(r1)φ
∗
0(r2)φ0(r3)φ

∗
0(r4)

]

, (10.17)



10.3. Nonlinear correction to the atomic density 135

where the six-point kernel K is given by the connected part of a product of five
Green’s functions, averaged over disorder:

K = Gǫ1
(r, r′)G∗

ǫ2
(r, r2)Gǫ3

(r′, r3)G∗
ǫ4

(r′, r4)Gǫ1−ǫ3+ǫ4(r
′, r1). (10.18)

The problem therefore reduces to finding the largest contribution to the kernel K in
the weak disorder limit kµℓ≫ 1. This contribution is given by the diagram depicted
in Fig. 10.4a. The diagram describes interaction of four matter waves at a point
r′. Diagrams of this type were introduced some time ago by V. M. Agranovich and
V. E. Kravtsov for classical waves in the context of nonlinear optics of disordered
media [109, 110, 111]. The situation is more general here since K contains a product
of Green’s functions at five different energies. Writing down explicitly the diagram

Figure 10.4: a) Diagram for the kernel K giving the first nonlinear correction to the
atomic density. The solid and dashed lines represent Green’s functions Gǫi

and G∗
ǫj

,
respectively, where ǫi = ǫ1, ǫ3 or ǫ1 − ǫ3 + ǫ4 and ǫj = ǫ2 or ǫ4. Shaded rectangles
symbolize averages of products of two Green’s functions, Gǫi

G∗
ǫj

. b) Diagram J of
Eq. (10.19).

of Fig. 10.4a, we obtain

∆n(r, t) = 2Re

[
g0J

(2π)4

(
~vµ

2πν0ℓ

)2 ∫ 4∏

j=1

dǫjd
3rjd

3r′e(−i/~)(ǫ1−ǫ2)t

×φ(r1)φ
∗(r2)φ(r3)φ

∗(r4)Gǫ1(r, r
′)G∗

ǫ2(r, r
′)

×Gǫ3(r
′, r3)G∗

ǫ4
(r′, r4) ×Gǫ1−ǫ3+ǫ4(r

′, r1)G∗
ǫ2

(r′, r2)

]

, (10.19)

where, we remind, ν0 = mkµ/(2π
2
~

2) is the density of states at energy µ and

J =

∫

d3k/(2π)3G
2
(k)G

∗
(k) = −i(ℓ/vµ)[4π3ν2

0ℓ/(~k
2
µ)] (10.20)

is the diagram depicted in Fig. 10.4b. Now we introduce new variables Ω = ǫ1 − ǫ2,
Ω′ = ǫ3 − ǫ4, ǫ = (ǫ1 + ǫ2)/2, ǫ′ = (ǫ3 + ǫ4)/2, and make use of the following formula
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that follows straightforwardly from Appendix D:

∫

d3r3d
3r4G∗

ǫ3
(r3, r′)G∗

ǫ4
(r4, r′)φ(r3)φ

∗(r4) = −2

~

∫
d3k′

(2π)3
Cǫ′(r

′,Ω′)ImGǫ′(k
′)|φ(k′)|2.
(10.21)

Here Cǫ(r,Ω) = exp(−|r|
√

−iΩ/~Dǫ)/(4πDǫ|r|) is the Fourier transform of the
diffusion propagator at energy ǫ. Similar relations hold for the integrals over r1

and r2. In the weak disorder limit kµℓ ≫ 1, ImGǫ′(k
′) can be approximated by the

free-space expression −πδ(ǫ′ − ǫk′) (see Appendix D). This finally leads to

∆n(r, t) = 2Re

[
g0J

(2π)3

v2
µ

ν0~ℓ2

∫

d3r′
∫

d3k

(2π)3

∫
d3k′

(2π)3

∫

dΩ

∫

dΩ′e−iΩt/~

×|φ(k)|2|φ(k′)|2Cǫk
(r′,Ω − Ω′)Cǫk′

(r′,Ω′)Cǫk+Ω′/2(r − r′,Ω)

]

.

(10.22)

The main difficulty of Eq. (10.22) lies in the four coupled integrals over energies
and momenta, which make the exact calculation of ∆n complicated. However,
after some algebra and in the limit of long times, all integrals can be performed.
The main lines of this calculation are reported in Appendix E. We find that for
t≫ t2 = (ℓ/vµ)(r/ℓ)

4(kµℓ), ∆n becomes position independent, and

∆n(r, t) ≃ −p0
N

(Dµt)3/2
. (10.23)

It is quite remarkable that the first-order correction ∆n has exactly the same time
dependence as n̄(0) at long times. Comparison of Eq. (10.23) to n̄

(0)
dif ≃ N/(Dµt)

3/2

provides the criterion p0 ≪ 1 as a condition of validity of our perturbative approach.
As discussed in Sec. 10.3.1, this criterion is usually satisfied in typical experiments,
which validates the assumption of negligible interactions during expansion made in
previous works [91, 100].

A few comments are in order. First, the negative sign in Eq. (10.23) indicates
that repulsive interactions (p0 > 0) tend to reinforce the diffusion process, whereas
attractive interactions slow it down, which might have been expected. This appears
more clearly if one writes the total density profile as

n̄(r, t) ≃ N

(Defft)3/2
, t2 ≪ t≪ tloc, (10.24)

where we have defined an effective diffusion coefficient Deff = Dµ/(1− p0)
2/3 taking

interactions into account. For repulsive interactions, for example, p0 > 0 and there-
fore Deff > Dµ. Thus repulsive interactions seem to compete with localization, even
though calculations of higher-order diagrams or a complete study of interactions
within the localized regime would be necessary to confirm this effect.

Another important remark is that the magnitude of the correction term (10.23)
can be modified by increasing the strength of disorder at a constant strength of
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Figure 10.5: Ordering of time scales that we use throughout the chapter. ℓ/vµ is
the mean free time, t1 is the time after which the mean free path is not affected
by interactions, tarrival is the time at which the atomic density free of interactions
is maximum, t2 is the limit of long times for nonlinear corrections to the atomic
density, and tloc is the time after which Anderson localization cannot be neglected
anymore. In this sketch, the limits of weak disorder kµℓ ≫ 1 and large distances
r ≫ ℓ are assumed.

interactions, or vice versa. For extremely weak disorder (kµℓ → ∞), p0 vanishes
and Deff ≃ Dµ whatever the interaction strength. In particular, if we extrapolate
our calculation to kµℓ ∼ 1, we find that even weak interactions may significantly
affect the expansion of the condensate. In this case, the scattering length as must be
much less than ℓ/N to justify the neglect of interactions. This refines the condition
of validity for the results of Ref. [92], where interactions were assumed weak, but
no precise condition of weakness was given.

Our result (10.23) is only valid in the time interval [t2, tloc]. For weak disorder,
t2 ≪ tloc, which guarantees to Eq. (10.23) a broad range of validity. For the sake of
clarity we summarize all the time scales that we introduced above in Fig. 10.5.

10.4 Conclusion

We developed a perturbative technique to study interaction corrections to the den-
sity of a Bose-Einstein condensate expanding in a three-dimensional random poten-
tial. Our results apply to the case of weak disorder. We showed that at the first-order
of perturbation theory and at long times, interactions simply renormalize the effec-
tive diffusion coefficient of the condensate. Repulsive interactions between atoms
accelerate the diffusion process whereas attractive interactions slow it down. In ad-
dition, we found that the effect of interactions on the average density is controlled
by a single parameter p0, depending on both disorder and interaction strengths.
Remarkably, the corrections to the density profile tend to increase when disorder
becomes stronger, at a fixed strength of interactions. Our main result (10.23) was
derived under the assumption of a white-noise, uncorrelated random potential. We
expect it to remain qualitatively valid for correlated (speckle) potentials used in ex-
periments too, provided that the mean free path ℓ is replaced by the transport mean
free path ℓB given by Eq. (9.28). The calculation of higher-order interaction cor-
rections would be of considerable interest in order to validate our main conclusions,
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even if this rises important yet purely technical difficulties.



Conclusion

This thesis was an opportunity to study a number of new topics related to wave
propagation in the presence of disorder. Most of the theoretical problems presented
here were developed in parallel with a rich experimental research. We explored
time-dependent aspects of wave propagation in random media, focusing especially
on electromagnetic and matter waves. Dynamics of electromagnetic waves provides
new signatures of coherent effects in transport, notably Anderson localization, and
is often unaffected by absorption. This offers an ideal playground for experimental
investigations. As far as matter waves are concerned, the dynamics of Bose-Einstein
condensates expanding in random potentials offers a unique opportunity to study
both Anderson localization and effects of atomic interactions.

First, we demonstrated a generalized version of the self-consistent theory of An-
derson localization, based on the position dependence of the diffusion coefficient.
Under this form, the self-consistent theory is suitable for description of random me-
dia of finite size. It is able to describe effects that cannot be accounted for by the
self-consistent theory with position independent diffusion coefficient. An example of
such an effect is the confinement of waves in the plane perpendicular to the direc-
tion of observation in three-dimensional random media. We showed that the self-
consistent theory with position-dependent diffusion coefficient was fully compatible
with the predictions of the one-parameter scaling theory of Anderson localization.
The value of the critical exponent of the Anderson transition was found to be one.

Second, we investigated the dynamics of intensity speckle patterns in random
media irradiated by short pulses. We showed that the C3 correlation function was
strongly enhanced at long times. In the steady-state case, this correlation function
is responsible for the universal conductance fluctuations, well known in mesoscopic
physics. We showed that the dynamics of conductance fluctuations was not uni-
versal, since C3 then depends on the mean free path, the sample size and the pulse
duration. Our theoretical study was carried out in collaboration with the experi-
mental team of A. A. Chabanov (San Antonio). The growth of C3 with time as well
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as its nonuniversal character were confirmed in a microwave experiment.
The last part of this thesis was devoted to the study of Bose-Einstein conden-

sates expanding in random potentials. We analyzed matter-wave speckle patterns,
reminiscent to intensity speckle patterns known for electromagnetic waves. For this
purpose, we calculated the C1 and C2 correlation functions of the atomic density in
a waveguide where the condensate expands. Whereas the C1 correlation function
is short-range and remains constant in time during expansion, C2 is long-range and
time-dependent. Furthermore, the latter grows with time and can take negative
values. We interpreted these properties by suggesting a random displacement of the
center of mass of the condensate. This displacement is expected to increase with
time.

Our study of matter-wave speckle patterns was carried out by neglecting atomic
interactions. The precise role of the latter is still a subject of debate. As a step
towards a better understanding of their interplay with disorder, we studied the ex-
pansion of a Bose-Einstein condensate in a three-dimensional random potential, in
the presence of weak interactions. We found that for weak disorder, interactions only
renormalize the effective diffusion coefficient of the condensate but do not change
the global behavior of the atomic density.

A number of subjects treated in this thesis still raise many questions. As far
as the self-consistent theory is concerned, the value of the critical exponent of the
Anderson transition is still an open problem. Indeed, despite the fact that we
properly took into account finite-size effects, the value of this exponent is still in
disagreement with the predictions of the Anderson tight-binding model.

The behavior of dynamic intensity correlations remains unknown in the localized
regime. Indeed, at the onset of Anderson localization, the perturbative approach
becomes insufficient to describe speckle patterns.

Finally, the field of Bose-Einstein condensates in random potentials is constantly
evolving. Our study of interactions was carried out at the first order of perturbation
theory. It is likely that the expansion of the condensate is drastically modified in
the presence of stronger interactions or stronger disorder. Exploring the interplay
between Anderson localization and interactions in three-dimensions would be ex-
tremely interesting, although it is a difficult task. Diagrammatic theories remain,
however, a valuable tool for this investigation.



APPENDIX A

Derivation of self-consistent equations

This appendix contains a collection of mathematical results used at different steps
of the derivation in Chapter 3. Here we neglect the difference in frequencies ω1

and ω2 in the arguments of G and G
∗
, respectively, and set ω1 = ω2 = ω0 for all

amplitude Green’s functions. This is justified under the assumption of slow dynamics
(Ω = ω1 − ω2 ≪ ω0, c/ℓ). To lighten the notation, we omit the frequency argument
of G and G

∗
. We also use dx instead of d3x to denote three-dimensional integration

over a vector x.

A.1 Hikami box

In this first section, we calculate the Fourier transform H̃(q) of the function H(r, r′)
introduced in Sec. 3.2.3 with respect to r − r′. In all generality one can write

H(r, r′) =

∫

dr1dr2H(r, r1, r
′, r2), (A.1)

where H(r, r1, r
′, r2) is the Hikami box shown Fig. A.1. This diagram is a sum of

three contributions: H(A)(r, r1, r
′, r2), H

(B)(r, r1, r
′, r2) and H(C)(r, r1, r

′, r2). As an
example, we calculate H(B):

H(B)(r, r′) =

∫

dr1dr2H
(B)(r, r1, r

′, r2). (A.2)

From Fig. A.1 we obtain

H(B)(r, r′) =
4π

ℓ

∫

dr1dr2dr3G(r, r3)G(r3, r1)G
∗
(r1, r

′)

× G
∗
(r, r2)G(r2, r3)G(r3, r

′). (A.3)

141



142 Appendix A. Derivation of self-consistent equations

r r' = r r r'r r'

r1

r2

H
r'

H(A)
H(B) H(C)

r2 r2 r2

r1 r1 r1
r3

r4

Figure A.1: Hikami box H(r, r1, r
′, r2). Diagrammatic notation is the same as in

Fig. 3.2.

By replacing the Green’s functions in Eq. (A.3) by their Fourier transforms, we
obtain

H(B)(r, r′) =
4π

ℓ(2π)18

∫

dr1dr2dr3dk1 . . . dk6G(k1)G(k2)G
∗
(k3)

× G
∗
(k4)G(k5)G(k6)e

−ir3(k1−k2+k5−k6)e−ir1(k2−k3)

× e−ir2(k4−k5)e−ir(−k1−k4)e−ir′(k3+k6). (A.4)

Performing the integrals over r1, r2 and r3 leads to

H(B)(r, r′) =
4π

ℓ(2π)9

∫

dk1dk2dk4G(k1)|G(k2)|2|G(k4)|2G(k1 − k2 + k4)

× e−i(r−r′)(k1+k4). (A.5)

From Eq. (A.5) one sees that H(B)(r, r′) depends only on the difference r − r′. Its
Fourier transform with respect to this variable is, in the limit of small q = |q|,

H̃(B)(q) =
4π

ℓ(2π)6

[∫

dkG(q − k)|G(k)|2
]2

= − ℓ3

16πk2
(1 − q2ℓ2/3)2. (A.6)

The calculation of diagrams H̃(A)(q) and H̃(C)(q) follows the same lines. We finally
obtain

H̃(A)(q) =
ℓ3

8πk2
(1 − q2ℓ2/3) (A.7)

and H̃(C)(q) = H̃(B)(q). Hence

H̃(q) = H̃(A)(q) + H̃(B)(q) + H̃(C)(q) ≃ ℓ5q2

24πk2
=
DBℓ

4q2

8πck2
, (A.8)

where DB = cℓ/3.

A.2 Function Hf(r, r
′)

We now present a demonstration of Eq. (3.15). Consider Eq. (3.14), where
H(r, r1, r

′, r2) is the Hikami box. As the latter is a sum of three contributions
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H(A)(r, r1, r
′, r2), H

(B)(r, r1, r
′, r2) and H(C)(r, r1, r

′, r2) (see Fig. A.1), we have to
perform three integrals. The second one, for example, is

H
(B)
f (r, r′) =

∫

dr1dr2(r1 + r2 − 2r)H(B)(r, r1, r
′, r2). (A.9)

The two other integrals H
(A)
f and H

(C)
f are defined similarly. In the following, we

focus on the calculation of H
(B)
f , the calculation being similar for H

(A)
f and H

(C)
f .

Eq. (A.9) can be rewritten as

H
(B)
f (r, r′) =

4π

ℓ

∫

dr1dr2dr3(r1 + r2 − 2r)G(r, r3)G(r3, r1)G
∗
(r1, r

′)

× G
∗
(r, r2)G(r2, r3)G(r3, r

′). (A.10)

By replacing the Green’s functions in Eq. (A.10) by their Fourier transforms, we
obtain

H
(B)
f (r, r′) =

4π

ℓ(2π)18

∫

dr1dr2dr3dk1 . . . dk6G(k1)G(k2)G
∗
(k3)

× G
∗
(k4)G(k5)G(k6)(r1 + r2 − 2r)

× e−ir3(k1−k2+k5−k6)e−ir1(k2−k3)e−ir2(k4−k5)e−ir(−k1−k4)e−ir′(k3+k6)

= K1(r, r
′) + K2(r, r

′) + K(r, r′), (A.11)

where K1(r, r
′) is the part of Eq. (A.11) with the integrand proportional to r1,

K2(r, r
′) is the part with the integrand proportional to r2, and K(r, r′) is the one with

the integrand proportional to −2r. Let us first consider K1(r, r
′). In this term, the

integrals over r2 and r3 give respectively (2π)3δ(k4−k5) and (2π)3δ(k1−k2+k5−k6),
and the integral over r1 gives −i(2π)3

∇k3
δ(k3 − k2). We have then

K1(r, r
′) =

−4πi

ℓ(2π)9

∫

dk1dk2dk4G(k1)G(k2)G
∗
(k4)G(k4)G(k1 − k2 + k4)

× e−ir(−k1−k4)

∫

dk3 [∇k3
δ(k3 − k2)]G

∗
(k3)e

−ir′(k3+k1−k2+k4).(A.12)

The integral over k3 is equal to −
[

∇k2
G

∗
(k2) − ir′G

∗
(k2)

]

e−ir′(k1+k4) and hence

K1(r, r
′) =

4πi

ℓ(2π)9

∫

dk1dk2dk4G(k1)G(k2)G
∗
(k4)

× G(k4)
[

∇k2
G

∗
(k2)

]

G(k1 − k2 + k4)e
i(r−r′)(k1+k4)

+
4πr′

ℓ(2π)9

∫

dk1dk2dk4G(k1)G(k2)G
∗
(k4)

× G(k4)G
∗
(k2)G(k1 − k2 + k4)e

i(r−r′)(k1+k4). (A.13)

The second term on the right-hand side is nothing but r′H(B)(r, r′), where

H(B)(r, r′) =

∫

dr1dr2H
(B)(r, r1, r

′, r2). (A.14)
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In the first term on the right-hand side of Eq. (A.13) we change the variables
k1 → k, k2 → k′, and k1 + k4 → q. Eq. (A.13) becomes

K1(r, r
′) =

4πi

ℓ(2π)9

∫

dkdk′dqG(k)G(k′)G
∗
(q − k)

× G(q − k)
[

∇k′G
∗
(k′)

]

G(q − k′)eiq(r−r′)

+ r′H(B)(r, r′). (A.15)

In the limit of small q, we have 1/(2π)3
∫
dkG(k)G

∗
(q − k)G(q − k) = −iℓ2(1 −

q2ℓ2/3)/(8πk) and

K1(r, r
′) =

1

(2π)3

∫

dqeiq(r−r′) ℓ

2k

(

1 − q2ℓ2

3

)

× 1

(2π)3

∫

dk′G(k′)G(q − k′)∇k′G
∗
(k′)

+ r′H(B)(r, r′). (A.16)

A similar calculation gives

K2(r, r
′) = − 1

(2π)3

∫

dqeiq(r−r′) ℓ

2k

(

1 − q2ℓ2

3

)

× 1

(2π)3

∫

dk′G(k′)G(q − k′)∇k′G
∗
(k′)

+ rH(B)(r, r′). (A.17)

Besides, it follows straightforwardly from Eq. (A.10) that K(r, r′) = −2rH(B)(r, r′).
Combined with Eqs. (A.16) and (A.17), this yields

H
(B)
f (r, r′) = K1(r, r

′) + K2(r, r
′) + K(r, r′)

= −(r − r′)H(B)(r, r′). (A.18)

The calculation of H(A) and H(C) follows the same lines. We obtain

H
(A)
f (r, r′) =

∫

dr1dr2(r1 + r2 − 2r)H(A)(r, r1, r
′, r2)

= −(r − r′)H(A)(r, r′) (A.19)

and

H
(C)
f (r, r′) =

∫

dr1dr2(r1 + r2 − 2r)H(C)(r, r1, r
′, r2)

= −(r − r′)H(C)(r, r′). (A.20)

Combining Eqs. (A.18), (A.19), and (A.20) we find

Hf (r, r
′) = H

(A)
f (r, r′) + H

(B)
f (r, r′) + H

(C)
f (r, r′)

= −(r − r′)H(r, r′), (A.21)

which is Eq. (3.15) of the main text.
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A.2 Fourier transform

We show here that the inverse Fourier transform of Eq. (3.18) with respect to q is
given by Eq. (3.19). As a function of q, Eq. (3.18) is a sum of two terms proportional
to (iq)2 and iq, respectively. The inverse Fourier transform of iq is

∫
dq

(2π)3
iq eiq·∆r = ∇∆r

[∫
dq

(2π)3
eiq·∆r

]

= ∇∆rδ(∆r). (A.22)

Similarly, the inverse Fourier transform of (iq)2 is ∆∆rδ(∆r). This leads directly to
Eq. (3.19).

A.3 Series of interference loops

Here we obtain Eq. (3.22) from the series of Eq. (3.21). The idea is to apply the
operator −iΩ−DB∆r to both sides of Eq. (3.21). The first term on the right-hand
side is transformed into δ(r− r′) since CD(r, r1,Ω) obeys Eq. (3.8), and for each of
the next terms the first multiplier CD(r, r1,Ω) in the integrands is transformed into
δ(r− r1) for the same reason. Eq. (3.21) becomes

[−iΩ −DB∆r]C(r, r′,Ω) = δ(r − r′)

+
4πc

ℓ2

∫

δ(r − r1)X(r1, r2,Ω)CD(r2, r
′,Ω)dr1dr2

+

(
4πc

ℓ2

)2 ∫

δ(r − r1)X(r1, r2,Ω)CD(r2, r3,Ω)

× X(r3, r4,Ω)CD(r4, r
′,Ω)dr1dr2dr3dr4 + . . . (A.23)

Performing integrations over r1 we obtain

[−iΩ −DB∆r]C(r, r′,Ω) = δ(r − r′) +
4πc

ℓ2

∫

X(r, r2,Ω)CD(r2, r
′,Ω)dr2

+

(
4πc

ℓ2

)2 ∫

X(r, r2,Ω)CD(r2, r3,Ω)

× X(r3, r4,Ω)CD(r4, r
′,Ω)dr2dr3dr4 + . . . (A.24)

Now let us perform integrations over r2. We have to calculate an integral

I =
4πc

ℓ2

∫

X(r, r2,Ω)CD(r2, r3,Ω)dr2, (A.25)

where r3 = r′ for the first integral on the right-hand side of Eq. (A.24). To this end,
we use Eq. (3.20) for X(r, r2,Ω) and obtain

I =
−ℓ2DB

2k2

∫

dr2 [∇r · ΓD(r, r,Ω)∇rδ(r − r2)]CD(r2, r3,Ω)

=
−ℓ2DB

2k2
∇r · [ΓD(r, r,Ω)∇r]CD(r, r3,Ω), (A.26)
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where we integrated by parts. Replacing each integration over r2 by this result in
Eq. (A.24), we obtain

[−iΩ −DB∆r]C(r, r′,Ω) = δ(r − r′)

− ℓ2DB

2k2
∇r · ΓD(r, r,Ω)∇r

[

CD(r, r′,Ω)

+
4πc

ℓ2

∫

CD(r, r3,Ω)X(r3, r4,Ω)CD(r4, r
′,Ω)dr3dr4

+

(
4πc

ℓ2

)2 ∫

CD(r, r3,Ω)X(r3, r4,Ω)CD(r4, r5,Ω)

× X(r5, r6,Ω)CD(r6, r
′,Ω)dr3dr4dr5dr6 + . . .

]

(A.27)

The infinite series in square brackets is nothing but the intensity Green’s function
C(r, r′,Ω) as given by Eq. (3.21). Thus, Eq. (A.27) leads straightforwardly to Eq.
(3.22).

A.4 Proportionality relation

We demonstrate here the proportionality between CD and ΓD in a finite medium.
Calculations being similar to those of Sec. A.2, we only give the main ingredients
of the proof. According to Eq. (3.7), at |r− r′| ≫ ℓ, CD(r, r′,Ω) is given by

CD(r, r′,Ω) =
4π

c

∫

dr1dr2G(r, r1)G
∗
(r, r1)ΓD(r1, r2,Ω)G(r2, r

′)G
∗
(r2, r

′). (A.28)

Because G(r, r1) is exponentially small for |r−r1| > ℓ, the main contribution to the
integral comes from |r−r1|, |r′−r2| < ℓ. This authorizes us to expand ΓD(r1, r2,Ω)
in series around (r, r′). This expansion has to be truncated to the same first order
in |r − r1| and |r′ − r2| as the expansion of Eq. (3.11):

ΓD(r1, r2,Ω) ≃ ΓD(r, r′,Ω) + (r1 + r2 − r − r′) · ∇rΓD(r, r′,Ω). (A.29)

We then substitute Eq. (A.29) into Eq. (A.28). The first term proportional to
ΓD(r, r′,Ω) is the usual result obtained in the infinite medium. It equals ℓ2/(4πc)×
ΓD(r, r′,Ω). We hence obtain

CD(r, r′,Ω) =
ℓ2

4πc
ΓD(r, r′,Ω) (A.30)

+
4π

c

[∫

dr1dr2(r1 + r2 − r− r′)
∣
∣G(r, r1)

∣
∣
2 ∣
∣G(r2, r

′)
∣
∣
2
]

· ∇rΓD(r, r′,Ω). (A.31)

The integral on the right-hand side of Eq. (A.30) can be calculated exactly in the
same way as HA

f , HB
f or HC

f in Sec. A.2, and it is easy to see that this integral is
zero.



APPENDIX B

Average intensity and field correlation in a disordered

waveguide

B.1 Intensity Green’s function

In this section, we solve the diffusion equation in a disordered waveguide of length
L and cross-section A:

(
∂

∂t
−DB

∂2

∂z2

)

CD(r,R, t) =
1

A
δ(z − zR)δ(t), (B.1)

where z denotes the longitudinal coordinate of r and zR that of R. We look for
solutions of Eq. (B.1) in the form

CD(r,R, t) =

∞∑

n=0

AnΦn(z)fn(t), (B.2)

where An, Φn(z) and fn(t) have to be determined. Due to the principle of causality,
the time-dependent part fn(t) of Eq. (B.2) must be zero for t < 0. Substituting Eq.
(B.2) into Eq. (B.1), we obtain:

∞∑

n=0

[

AnΦn(z)
dfn(t)

dt
−DBAn

d2Φn(z)

dz2
fn(t)

]

=
1

A
δ(z − zR)δ(t). (B.3)

We now separate the time- and position-dependent variables in a standard way. For
each term n of the sum, we obtain for t > 0

[
dfn(t)

dt

]

fn(t)
=

DB

[
d2Φn(z)

dz2

]

Φn(z)
= −Bn, (B.4)
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where Bn is a constant which has to be determined. Bn should be positive, otherwise
an unphysical divergence of fn(t) for t → ∞ would take place. Solving Eq. (B.4)
for fn(t), we readily find fn(t) = exp(−Bnt) for t > 0 (the choice of the prefactor
before the exponential is arbitrary, so we choose it to be one).
We now assume Dirichlet boundary conditions for the solution (B.2):

CD(r,R, t)|z=0 = CD(r,R, t)|z=L = 0. (B.5)

Therefore, Φn(0) = Φn(L) for all n. Solving Eq. (B.4) for Φn(z) with these boundary
conditions yields Bn = k2

nDB, with kn = nπ/L, and

Φn(z) =

√

2

L
sin(knz), (B.6)

where we have required that functions Φn are normalized. Using the expression of
Bn, we obtain, for any time,

fn(t) ∝ H(t) exp

(

−n2 t

tD

)

, (B.7)

where we have introduced the Thouless time tD = L2π2/DB and the Heaviside
function H(t). Our last task consists in calculating the constants An. This can be
done by multiplying Eq. (B.3) by Φm(z), where m is some integer, and integrating
over z from 0− to L:

∞∑

n=0

An

[∫ L

0

dzΦm(z)Φn(z)

∫ ∞

0−
dt
dfn(t)

dt
−DB

∫ L

0

dzΦm(z)
d2Φn(z)

dz2

∫ ∞

0−
dtfn(t)

]

=
1

A

∫ L

0

Φm(z)δ(z − zR)

∫ ∞

0−
dtδ(t). (B.8)

The first integral over t of the left-hand side is zero, and the second is equal to 1/Bn,
such that Eq. (B.8) becomes

∞∑

n=0

−DB

Bn
An

∫ L

0

dzΦm(z)
d2Φn(z)

dz2
=

1

A
Φm(zR). (B.9)

Making use of Eq. (B.6), we find that the integral over z is equal to k2
nδmn, where

δmn is the Kronecker symbol. This yields

An =
1

A
Φn(zR). (B.10)

Collecting Eqs. (B.7) and (B.10), we finally obtain

CD(r,R, t) =
1

A

∞∑

n=1

Φn(z)Φn(zR)H(t) exp

(

−n2 t

tD

)

, (B.11)

which concludes the calculation.
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B.2 Correlation of Green’s functions

We now demonstrate Eq. (7.6) of Chapter 7. The average of the product of two
amplitude Green’s functions is given by

G(r,R, t)G∗(r′,R′, t′) =

∫
dω1

2π

∫
dω2

2π
G(r,R, ω1)G∗(r′,R′, ω2) exp (−iω1t+ iω2t

′)

(B.12)
In the same spirit as in Sec. 6.2.3.1, we decompose Eq. (B.12) as

G(r,R, t)G∗(r′,R′, t′) =

∫

d3r1

∫

d3r2

∫
dω1

2π

∫
dω2

2π
G(r1,R, ω1)G(r1,R

′, ω2)

×ΓD(r2, r1, ω2, ω1)G(r, r2, ω1)G∗(r′, r2, ω2)

× exp (−iω1t+ iω2t
′) (B.13)

where r1 and r2 denote, respectively, the first and last scattering events of the sum of
ladder diagrams ΓD. In Eq. (B.13), we have made explicit the frequency dependence
of ΓD. We now introduce new variables ω = (ω1 + ω2)/2 and Ω = ω1 − ω2, and
assume Ω ≪ ω, such that

G(r1,R, ω1) ≃ G(r1,R, ω2) ≃ G(r1,R, ω), (B.14)

with a similar relation for other average amplitude Green’s functions. We also have

ΓD(r2, r1, ω2, ω1) = ΓD

(

r2, r1, ω − Ω

2
, ω +

Ω

2

)

. (B.15)

We then assume that ΓD weakly varies with ω. We thus drop the ω dependence in
ΓD, and write

ΓD

(

r2, r1, ω − Ω

2
, ω +

Ω

2

)

= ΓD(r2, r1,Ω). (B.16)

Besides, in the limit Ω ≪ c/ℓ and at large distances |r − R| ≫ ℓ, the spatial
variations of ΓD(r2, r1,Ω) are small on the scale of ℓ, and we have

ΓD(r2, r1,Ω) ≃ ΓD(r,R,Ω). (B.17)

Eq. (B.13) becomes

G(r,R, t)G∗(r′,R′, t′) =

∫

d3r1

∫

d3r2

∫
dω

2π

∫
dΩ

2π
G(r1,R, ω)G(r1,R

′, ω)

×ΓD(r,R,Ω)G(r2, r, ω)G∗(r2, r
′, ω)

× exp

[

−iω(t− t′) − iΩ

(
t+ t′

2

)]

. (B.18)

We now make use of ΓD(r,R,Ω) = (4πc/ℓ2)CD(r,R,Ω), and perform the integrals
over r1 and r2. This yields

G(r,R, t)G∗(r′,R′, t′) =
c

4π
f(∆r)f(∆R)

{∫
dω

2π
exp [−iω(t− t′)]

}

(B.19)

×
{∫

dΩ

2π
CD(r,R,Ω) exp

[

−iΩ
(
t+ t′

2

)]}

,
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where ∆r = r − r′, ∆R = R − R′ and f(x) = sinc(kx) exp[−x/(2ℓ)]. The integral
over ω is equal to δ(t − t′), and that over Ω to CD(r,R, (t + t′)/2). This leads to
Eq. (7.6). Note that appearance of δ(t− t′) in Eq. (B.19) is due to our hypothesis

that G(r,R, ω1)G∗(r′,R′, ω2) depends on Ω = ω2 − ω1 but not on ω = (ω1 + ω2)/2.



APPENDIX C

Gross-Pitaevskii equation

In this appendix we propose a derivation of Gross-Pitaevskii equations (8.5) and
(8.6) of the main text from the Hartree ansatz (8.3).

C.1 Energy functional

The first step consists in evaluating the mean energy of the condensate E = 〈Θ|Ĥ|Θ〉,
where the N-particle wave function |Θ〉 is given by the Hartree ansatz (8.3). The
N-particle Hamiltonian reads

Ĥ =
N∑

i=1

[
p̂2

i

2m
+ Vext(ri)

]

+
∑

i<j

Û(ri − rj), (C.1)

where p̂i is the momentum operator of atom i, Vext is an external potential and
Û(ri−rj) is the two-particle interaction potential1. The precise form of this potential
is of no importance if we remind that we work within the framework of the dilute
approximation n−1/3 ≫ as, where as is the scattering length of the potential U . From
the point of view of scattering theory, we are therefore free to choose the position
dependence of U , provided that its scattering length is equal to the scattering length
of the “true potential”. We make the simplest choice and write

Û(ri − rj) = U0δ(ri − rj). (C.2)

The mean energy then reads

E =

N∑

i=1

[
1

2m
〈Θ|p̂2

i |Θ〉 + Vext(ri)

]

+
1

2

∑

i6=j

U0δ(ri − rj), (C.3)

1For clarity, in this appendix we omit hats of position operators.
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where the normalization of Θ is assumed. We now make use of the Hartree ansatz
|Θ〉 =

∏N
i=1 |φ〉 and write

N∑

i=1

1

2m
〈Θ|p̂2

i |Θ〉 =
N∑

i=1

∫

d3r
~

2

2m
|∇rφ(r)|2 = N

∫

d3r
~

2

2m
|∇rφ(r)|2, (C.4)

N∑

i=1

Vext(ri) =

N∑

i=1

d3rδ(r− ri)Vext(r) =

N∑

i=1

∫

d3r|φ(r)|2Vext(r)

= N

∫

d3r|φ(r)|2Vext(r), (C.5)

and

1

2

∑

i6=j

U0δ(ri − rj) =
U0

2

∑

i6=j

∫

d3rd3r′δ(r− ri)δ(r
′ − rj)δ(r − r′)

=
U0

2

∑

i6=j

∫

d3rd3r′|φ(r)|2|φ(r′)|2δ(r − r′)

=
U0

2
N(N − 1)

∫

d3r|φ(r)|4. (C.6)

Then Eq. (C.3) can be rewritten as

E = N

∫

d3r

[
~

2

2m
|∇rφ(r)|2 + |φ(r)|2Vext(r) +

U0

2
N(N − 1)|φ(r)|4

]

. (C.7)

We now introduce the wave function of the condensate ψ =
√

Nφ defined in Sec.
8.1.2, and assume that N ≫ 1, such that N − 1 ≃ N. This yields

E =

∫

d3r

[
~

2

2m
|∇rψ(r)|2 + |ψ(r)|2Vext(r) +

U0

2
|ψ(r)|4

]

. (C.8)

The mean energy E is sometimes called the “energy functional of the system”. To
be consistent with literature, we denote g0 = U0 (in the main text this quantity is
referred to as the “interaction parameter”). From scattering theory, the scattering
length as is given (in the Born approximation) by as = mg0/(4π~

2). Hence, g0 =
4π~

2as/m [16].

C.2 Gross-Pitaevskii equation

We now come back to our main task which is the derivation of Eqs. (8.5) and (8.6).
Stationary Gross-Pitaevskii equation (8.5) is obtained by imposing the stationarity
of the grand canonical energy

Φ = E − µ

∫

d3r|ψ(r)|2, (C.9)
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where µ = ∂E/∂N is the chemical potential. The stationarity condition reads

δΦ = 0. (C.10)

From Eq. (C.8), the grand canonical energy reads

Φ =

∫

d3r

[
~

2

2m
|∇rψ(r)|2 + |ψ(r)|2Vext(r) +

U0

2
|ψ(r)|4 − µ|ψ(r)|2

]

. (C.11)

Functional derivation of this formula yields

δΦ

δψ∗
=

∫

d3r

[

− ~
2

2m
∇

2
r + Vext(r) + g0|ψ(r)|2 − µ|ψ(r)|2

]

ψ(r). (C.12)

The integral of the right-hand side is identically zero when the stationary Gross-
Pitaevskii equation (8.5) is satisfied, which concludes the derivation of the latter.

Let us now consider the general dynamic situation, when the wave function of
the condensate depends on time. The reasoning of Sec. C.1 is still valid with ψ(r)
replaced by ψ(r, t). We define the action S = 〈Θ|Ŝ|Θ〉, where

Ŝ =

∫

dt(i~∂t − Ĥ). (C.13)

Dynamic Gross-Pitaevskii equation (8.6) follows from the principle of stationary
action

δS = 0. (C.14)

Inserting Eq. (C.8) into Eq. (C.14), we obtain

S =

∫

d3rdt

[

i~∂tψ(r, t) +
~

2

2m
|∇rψ(r, t)|2 − |ψ(r, t)|2Vext(r) −

g0

2
|ψ(r, t)|4

]

.

(C.15)
Functional derivation of this formula gives

δS
δψ∗

=

∫

d3rdt

[

i~∂t +
~

2

2m
∇

2
r − Vext(r) − g0|ψ(r, t)|2

]

ψ(r, t). (C.16)

The integral of the right-hand side is identically zero when the dynamic Gross-
Pitaevskii (8.6) equation is satisfied.
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APPENDIX D

Density profile of a Bose-Einstein condensate

In this Appendix we present a derivation of the following formula for the atomic
density of a condensate expanding in a random potential:

n(0)(r, t) =

∫
ddk

(2π)d
|φ0(k)|2Cǫk

(r, t). (D.1)

Here ǫk = ~
2k2/2m, Cǫ(r, t) is the diffusion propagator, and |φ0(k)|2 is the initial

momentum distribution of the condensate given by Eq. (8.18). This formula leads
to Eq. (9.9) in the case of a quasi one-dimensional waveguide and to Eq (10.8) in
the case of the three-dimensional unbounded space.

The starting point of the derivation is Eq. (9.8) of chapter 9:

n(r, t) =

∫
dǫ1
2π

dǫ2
2π

∫

d3r1d
3r2Gǫ1(r, r1)G∗

ǫ2
(r, r2)φ0(r1)φ

∗
0(r2)e

−i(ǫ1−ǫ2)t/~,

where Gǫ is the Green’s function of the Gross-Pitaevskii equation (10.1). We make
a change of variables ∆r = r1−r2 and R = (r1 +r2)/2 for positions, and Ω = ǫ1−ǫ2
and ǫ = (ǫ1 + ǫ2)/2 for energies. From the diagram of Fig. 9.4, for Ω ≪ ǫ and
|R| ≫ ℓ, the averaged product of two Green’s functions is given by

Gǫ1(r, r1)G∗
ǫ2

(r, r2) = Gǫ1(r,R)G∗
ǫ2

(r,R)
sin(kǫ∆r)

kǫ∆r
e−∆r/2ℓ, (D.2)

where kǫ = 2mǫ/~2 and

Gǫ1(r,R)G∗
ǫ2

(r,R) = 2πν0(ǫ)Cǫ(r,R,Ω), (D.3)

with ν0(ǫ) the density of states. Eq. (D.2) can be rewritten as

n(r, t) =

∫
dǫ

2π

dΩ

2π

∫

d3Rd3∆r 2πν0(ǫ)Cǫ(r,R,Ω)
sin(kǫ∆r)

kǫ∆r
e−∆r/2ℓ ×

×φ0

(

R +
∆r

2

)

φ∗
0

(

R − ∆r

2

)

e−iΩt/~. (D.4)
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Figure D.1: Sketch illustrating the position vectors used in the appendix: r1, r2,
R = (r1 + r2)/2 and ∆r = r1 − r2. The atomic density is evaluated in r, such that
|r| ≫ ℓ. The dashed circle indicates the range R0 of the initial wave function φ0.

The range R0 of the wave function φ0 is assumed to be of the order of or smaller
than the mean free path ℓ (see Eq. (8.20) and Fig. D.1), such that we can write

Cǫ(r,R,Ω) ≃ Cǫ(r, 0,Ω). (D.5)

For simplicity, we write Cǫ(r,Ω) = Cǫ(r, 0,Ω) and introduce

n0(R,k) =

∫

d3∆rφ0

(

R +
∆r

2

)

φ∗
0

(

R − ∆r

2

)

. (D.6)

Eq. (D.4) then becomes

n(r, t) =

∫
dǫ

2π

dΩ

2π

∫
d3k

(2π)3

∫

d3Rd3∆r 2πν0(ǫ)Cǫ(r,Ω)
sin(kǫ∆r)

kǫ∆r
e−∆r/2ℓ ×

×n0(R,k)e−iΩt/~+ik·∆r. (D.7)

The integral over Ω yields
∫
dΩ

2π
Cǫ(r,Ω)e−iΩt/~ = Cǫ(r, t) (D.8)

and the integral over ∆r reads
∫

d3∆r
sin(kǫ∆r)

kǫ∆r
e−∆r/2ℓeik·∆r =

−1

πν0(ǫ)
Im
[
Gǫ(k)

]
. (D.9)

Finally, the integral over R gives the momentum distribution of the condensate:
∫

d3R n0(R,k) = |φ0(k)|2. (D.10)
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We thus obtain

n(r, t) = −2

∫
dǫ

2π

∫
d3k

(2π)3
Cǫ(r, t)Im

[
Gǫ(k)

]
|φ0(k)|2. (D.11)

The last step consists in approximating Im
[
Gǫ(k)

]
by −πδ(ǫ − ǫk), which is valid

provided that disorder is weak (this is the case in the three chapters on BECs in
this thesis). This yields Eq. (D.1).
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APPENDIX E

Nonlinear correction to the atomic density

In this appendix we present the main lines of derivation of Eq. (10.23) from Eq.
(10.22). The first step consists in transforming both integrals over k and k′ into
integrals over energies ǫ and ǫ′ by making use of ǫ = ~

2k2/2m and ǫ′ = ~
2k′2/2m.

Writing explicitly the diffusion propagators, Eq. (10.22) can be represented as

∆n(r, t) = 2Re

{
g0J

(2π)9

v2
µ

ν0~ℓ2

(m

~2

)3
∫ ∞

0

r′2dr′
∫ π

0

sin(θ)dθ

×
∫ ∞

0

dǫ

∫ ∞

0

dǫ′
∫ 2ǫ

−2ǫ

dΩ

∫ 2ǫ′

−2ǫ′
dΩ′

√
ǫǫ′|φ(ǫ)|2|φ(ǫ′)|2

× exp



−|r − r′|
√

−iΩ
~Dǫ+Ω′/2

− r′





√

−iΩ′

~Dǫ′
+

√

−i(Ω − Ω′)

~Dǫ









× exp(−iΩt/~)

r′2 |r− r′|Dǫ+Ω′/2Dǫ′Dǫ

}

. (E.1)

Energy distributions |φ(ǫ)|2 and |φ(ǫ′)|2 are deduced from momenta distributions
|φ(k)|2 and |φ(k′)|2 (we keep the same notation φ for clarity). We have, for example,

|φ(ǫ)|2 =
15π2N

(
√

2kµ)3

(

1 − ǫ

2µ

)

H
(

1 − ǫ

2µ

)

, (E.2)

with H the Heaviside step function. The prefactor in Eq. (E.2) has been obtained
by requiring conservation of the total number of atoms N =

∫
d3k|φ(k)|2/(2π)3. The

integral over θ is readily performed:

∫ π

0

sin(θ)dθ
e−|r−r′|x

|r− r′| =
1

xrr′

[

e−x|r−r′| − e−x(r+r′)
]

, (E.3)
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where x =

√

−iΩ
~Dǫ+Ω′/2

. Eq. (E.1) then reduces to:

∆n(r, t) = 2Re

{
g0J

(2π)9

v2
µ

ν0~ℓ2

(m

~2

)3
∫ ∞

Λ

dr′

r′

∫ ∞

0

dǫ

∫ ∞

0

dǫ′
∫ 2ǫ

−2ǫ

dΩ

∫ 2ǫ′

−2ǫ′
dΩ′

×
√

~Dǫ+Ω′/2

−iΩ
√
ǫǫ′|φ(ǫ)|2|φ(ǫ′)|2 exp



−r′




√

−iΩ′

~Dǫ′
+

√

−i(Ω − Ω′)

~Dǫ









×
[

exp

(

−|r − r′|
√

−iΩ
~Dǫ+Ω′/2

)

− exp

(

−(r + r′)

√

−iΩ
~Dǫ+Ω′/2

)]

× exp(−iΩt/~)

rDǫ+Ω′/2Dǫ′Dǫ

}

, (E.4)

where we have introduced a lower cutoff Λ ∼ ℓ in the integral over r′. This cutoff is
needed because of the breakdown of diffusion theory at small length scales. The next
step consists in calculating the integral over r′. Before doing so, it is convenient to
introduce new dimensionless variables u = Ωt/2~, v = Ω′t/2~, p = ǫt/~, q =

ǫ′t/~, τ = kµℓt/(ℓ/vµ), ρ = (r/ℓ)
√

3kµℓ/
√

2, ρ′ = (r/ℓ)
√

3kµℓ/
√

2/τ 1/4 and Λ′ =

(Λ/ℓ)
√

3kµℓ/
√

2/τ 1/4. Using Dǫ = (ℓ/3)
√

2ǫ/m, we obtain

∆n(r, t) = Re

{

− iC

∫ ∞

Λ′

dρ′

ρ′

∫ τ

0

dp

∫ τ

0

dq

∫ p

−p

du

∫ q

−q

dv
1

τ 7/2

τ 1/4

ρ

×

√√
p+ v

−2iu

(

1 − p

τ

)(

1 − q

τ

)

exp

[

−ρ′
(√

−2iv√
q

+

√

−2i(u− v)√
p

)]

×
[

exp

(

−
∣
∣
∣
ρ

τ 1/4
− ρ′

∣
∣
∣

√

−2iu√
p+ v

)

− exp

(

−
( ρ

τ 1/4
+ ρ′

)
√

−2iu√
p+ v

)]

×exp(−2iu)√
p+ v

}

, (E.5)

with the prefactor C ≃ (g0mN2kµℓ)/(~
2ℓ4) ≃ (asN

2kµℓ)/ℓ
4. We can now perform

the integral over ρ′. In the limit ρ ≪ τ 1/4, which corresponds to long times t ≫ t2
(t2 is defined in the main text), this integral is

∫ ∞

Λ′

dρ′

ρ′

[

exp

(

−
∣
∣
∣
ρ

τ 1/4
− ρ′

∣
∣
∣

√

−2iu√
p+ v

)

− exp

(

−
( ρ

τ 1/4
+ ρ′

)
√

−2iu√
p+ v

)]

× exp

[

−ρ′
(√

−2iv√
q

+

√

−2i(u− v)√
p

)]

≃ 2
( ρ

τ 1/4
− Λ′

)
√

−2iu√
p+ v

≃ 2
ρ

τ 1/4

√

−2iu√
p+ v

, (E.6)
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where the last equality results from ρ/τ 1/4 ≫ Λ′. Inserting Eq. (E.6) into Eq. (E.5)
we obtain

∆n(r, t) = 2Re

[

−i C
τ 7/2

∫ τ

0

dp

∫ τ

0

dq

∫ p

−p

du

∫ q

−q

dv
exp(−2iu)√

p+ v

]

. (E.7)

The four remaining integrals can be readily performed. We finally obtain:

∆n(r, t) ≃ −C
τ 3/2

= − asN
2

ℓ
√
kµℓ

1

(Dµt)3/2
, (E.8)

which is Eq. (10.23) of the main text.



162 Appendix E. Nonlinear correction to the atomic density



Bibliography

[1] G. Maret and P. E. Wolf, Multiple light scattering from disordered media : the

effect of brownian motion of scatterers, Z. Phys. B. 65, 409 (1987).

[2] J. H. Page, M. L. Cowan, and D. A. Weitz, Diffusing acoustic wave spectroscopy

of fluidized suspensions, Physica B : Condensed Matter 279, 130 (2000).

[3] J. L. Thomas and M. Fink, Ultrasonic beam focusing through tissue inhomo-

geneities with a time-reversal mirror: application to transskull therapy, IEEE
Trans. Ultrason. Ferroelec. Freq. Contr. 43, 5459 (1995).

[4] D. S. Wiersma, The physics and applications of random lasers, Nature Phys.
4, 359 (2008).

[5] J. W. S. Rayleigh, On the scattering of light by small particles, Philos. Mag.
41, 447 (1871).

[6] J. D. Jackson, Classical electrodynamics, New York, Wiley (1975).

[7] G. Mie, Beitrage zur optik truber medien, speziell kolloidaler metallosungen,
Ann. Phys. (Leipzig) 25, 377 (1908).
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